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ABSTRACT
Leading to the enormous growth in renewable and power electronics technologies and the global drive towards environmental friendliness and sustainability, a significant number of renewable energy sources are being connected to the power system via inverter-based systems. The inverter-based generations (IBG) have no stored energy and less fault current injection capability compared to the conventional synchronous machines. Consequently, a large penetration of IBG creates challenges to maintaining the stability of the power system, especially the transient stability. The weaker the power system, the higher the significance of instability. Few solutions exist in the literature to improve the fault recovery of IBG connected to weak power systems. This paper considers the method of storing energy in sub-module capacitors of the Modular-Multi-level Converter (MMC) along with temporarily boosting the inverter’s current limit. Conversely, increasing the ratings of the inverter will result in high manufacturing costs. Hence an optimization strategy is proposed in this paper, for obtaining a robust set of inverter control parameters that enhances fault recovery without excessively increasing the manufacturing cost of MMC. A frequency scanning technique supplemented with Generalized Nyquist criteria is incorporated into the optimization methodology to constrain the search space for the optimization algorithm. This enables the optimization algorithm to converge to an acceptable solution with a reasonable computing time. Furthermore, validation of the resultant set of parameters for different system conditions is presented. Finally, IBG with optimized fault recovery controllers is integrated into a simplified real-world power system, and the applicability of the proposed optimized controllers is illustrated.

INDEX TERMS Energy storage, fault recovery, frequency scanning, IBG, inertia emulation, inverter controls, MMC, power electronics converter, stability.

I. INTRODUCTION

CONVENTIONAL power systems contain hydro, fossil and nuclear generations that are fully dispatchable, controllable, and those generator units have large rotating masses. The high rotating inertia of the synchronous generator (SG) provides the capability to store or release kinetic energy in the presence of frequency deviation. It minimizes the active power imbalance allowing the grid to keep the frequency very close to its nominal value and enhancing the frequency dynamics [1]. If the power system fails to maintain the frequency within acceptable limits owing to a rapid loss of generators or load shedding, it can affect the overall stability of the power system, and could result in fault cascades and blackouts. The renewable energy sources are connected to the grid via power electronic converters, which do not have the same inertia as SG-turbine sets. Therefore, increasing the penetration of renewable sources reduces the power system’s rotational inertia, resulting in high-frequency
deviations, large power swings, and a high Rate Of Change Of Frequency (ROCOF). These concerns will have a negative impact on power system stability, and could cause the power system to become unstable [1]–[4].

Furthermore, the SG is capable of driving the field current to its ceiling during a severe fault like a three-phase fault. The high current injection feature enables the SG to release the stored energy back to the system as soon as the fault is cleared without compensating reactive power supply, accordingly recovering voltage and frequency quickly. Power electronic inverters can only boost their current up to the maximum current rating of the power electronic switches, which is typically around 1.1pu. As a result, the current handling capability of these inverter-based generations (IBG) is less compared to SGs [5].

Several approaches for mitigating the limitations of IBG have been proposed in the literature. One way is changing the ROCOF withstand capability of the power system. However, this method does not address the inertia issue [6]. Another solution is employing a backup SG with a partial load as a spinning reserve or a synchronous condenser. This method offers rotational inertia, which enhances power system stability, yet, it comes with high capital and operating costs. The most prevalent method in the literature is to provide synthetic inertia through virtual synchronous machines. Numerous variations of this approach have been published since it was first proposed in [7]. In this method, synchronous machine equations are incorporated in the inverter controls to emulate the initial response of the synchronous machines. Capacitors or/and energy storage systems are required in most virtual inertia methods, to provide/absorb the active power necessity of the grid. The virtual inertia methods can be divided into three primary categories, which are as follows:

1) Synchronous generator model-based methods This method comprises synchronous machine equations to determine electrical and mechanical parameters, including virtual torque, excitation, flux equations and virtual impedance at various depths. There are several subcategories available depending on the synchronous machine model utilized, such as synchroninverters [8], [9], Virtual Synchronous Machine (VISMA) Topology [7], Institute of Electrical Power Engineering (IEPE) Topology [10], Kawasaki Heavy Industries (KHI) Lab’s Topology [11]. These methods have the ability to regulate voltage, frequency, active and reactive power. The key advantage of most of these methods is that they do not rely on ROCOF as input; hence, the concerns with ROCOF measurements can be avoided. Furthermore, these methods provide accurate synchronous machine models that are consistent with electromechanical transient studies. Moreover, these methods consist of a frequency-drooping mechanism along with real power regulation which helps to reduce power-frequency oscillations. There are few drawbacks, such as no intrinsic over current protection owing to the usage of voltage source model and numerical instability issues [1], [7]–[16].

2) Swing equation-based methods These typologies employ the power-frequency swing equation, instead of the complete comprehensive model of SG, reducing the complexity compared with SG model-based approaches. Such methods are found in the literature as Ise Lab’s Topology [17], [18] and Synchronous Power Controller (SPC) [19], [20]. These techniques do not have a frequency-drooping mechanism, and also damping and inertia are two parameters that need to be tuned compared to SG model-based methods. Consequently, these techniques might cause power frequency oscillation thus, proper tuning of the control parameters is essential. Voltage source model is utilized in these topologies, similar to the first category, and thereby do not have built-in over-current protection [1], [15]–[20].

3) Frequency-dependent active power response methods Instead of modelling physical devices (SG or swing equations), these techniques emphasize controlling the inverter. Power-Frequency (P-f) droop controllers, synchronous power controllers, virtual oscillation controllers are the most popular varieties of these techniques. Subcategories of these methods are namely VSYNC’s Topology [21], Virtual Synchronous Generators [22], Droop based approach [22], Virtual Oscillator Control (VOC) [23], and Inducverters [24]. These approaches are adaptable and may be used for a broad variety of applications. They are only limited by generating and storage technologies, as well as the capabilities of power converters. These techniques generally leverage current source implementation, which provides intrinsic over-current protection. They do, however, require PLL, which may cause instability, and their transient response is slower than the other two categories [1], [15], [16], [21]–[24].

The advantages and disadvantages of the three virtual inertia methods are compared in Table 1.

Reference [25], [26] presented a virtual control method for grid forming inverters and reference [27] for grid following inverters. These three references are all based on Swing equation based methods. These references showed promising results for the grid scenarios they considered; however, all of the limitations discussed under swing equations methods apply to these methods as well.

Synthetic inertia control may be delayed in reacting to grid events due to its measurement and control delays. Thus, even though synthetic inertia approaches are extensively available in the literature, they cannot be considered a perfect substitute for conventional SGs in terms of their efficacy.

Some literature suggests alternative methods for the provision of energy required for synthetic inertia. Such methods are proposed in [28] as Inertia Emulation Control (INEC) and in [29] as Generator Emulation Control (GEC), which supply energy using dc-link capacitors. Large DC capacitors are expected for these techniques to deliver the requisite synthetic inertia while preserving the DC-link voltage. Converter-based technology is moving towards the Modular-Multi-level Converter (MMC) from traditional two-level converters. MMCs do not have a common DC-link capacitor. Instead, each
sub-module has a capacitor. Therefore, energy storage has to be in those sub-module capacitors.

A method of storing energy in sub-module capacitors by controlling the sub-module capacitor voltage has been proposed in [30]. This approach was enhanced further in [5], [31], [32] by temporarily increasing the current limit of the inverter. The researchers suggested temporarily increasing inverter current limits and sub-module voltages immediately upon the fault detection, to store a significant amount of energy in the sub-module capacitors during the fault. The stored energy is then released upon clearing the fault without any undesirable electromechanical oscillations. The method in [5], [31], [32] has several advantages over the other methods found in the literature. It provides fast energy release upon clearing the fault and no undesired electromechanical oscillations. DC voltage will be retained with minimal fluctuations and high performance can be accomplished even for weak systems. Further, this method does not require ROCOF as an input, unlike most synthetic inertia methods. However, increasing the ratings of the inverter will lead to a significant rise in manufacturing costs. [5], [31], [32] have only presented the concept of this control strategy, but they have not analyzed the optimal setting for best performance considering the dynamic behaviour of the system and the cost factors. As such, this research extends the method proposed in [5], [31], [32] by focusing on obtaining an optimal set of values for the inverter control parameters that provide enhanced fault recovery without excessively increasing the manufacturing cost of the inverter. The frequency analysis technique along with Nyquist stability criteria is also employed, to determine the ranges of PI controller gains that result in stable system dynamics. This is used to constrain the search space in the optimization so that the optimization algorithm can converge to an acceptable solution with reasonable computational time.

The rest of this paper is organized as follows. Section II discusses the theoretical background related to the concept. The methodology combined with details of the test system, controller implementation and optimization is demonstrated in Section III. The results are provided in Section IV together with validation and application to a real-world power system. The Real-Time Digital Simulator platform (RTDS) [33] is used, as the simulation tool for this research. Finally, recommendations and conclusions are given in Section V.

II. THEORETICAL BACKGROUND

This research aims at determining the best configurations for inverter controllers to recover from faults in a way comparable to synchronous machines and at the same time without having to unduly increase the manufacturing cost of inverters. Two key aspects must be considered to achieve better fault recovery using IBG, as described in [5], [31], [32]. The first aspect is the ability of IBG to store energy during the fault to offer inertia support to the system, and the second aspect is the ability of IBG to temporarily raise its current limit to allow a fast flow of energy once the fault is cleared.

A. ENERGY STORAGE

Synchronous machines consist of directly coupled spinning masses, that can store and restore energy during frequency aberrations, thereby overcoming supply and demand imbalances. It is known as the inertial response of the synchronous machine, and it aids the power system in achieving a more efficient fault recovery process [1]. Therefore, the ability to store and release energy in the occurrence of system faults is a key aspect for IBG to gain a similar fault recovery response as SG.

Renewable energy sources can generate power continuously unless they are disconnected from the grid during faults. Thus, if they remain linked and store their energy somewhere rather than sending it to the grid during the fault, the stored energy can be utilized to rapidly recuperate from faults. The energy storing method considered for this research is the method of storing energy in the inverter sub-modules, similar to that of [5], [31], [32].

A fixed number of capacitors are switched on per arm (total of upper and lower arm sub-modules) during the normal operation of MMC. The total voltage across these sub-module capacitors equals the DC voltage as given in (1) with the assumptions of the voltage drop across arm inductors is negligible and sub-module capacitor voltages are balanced.

\[
V_{DC} = N_{SM} \cdot V_{SM}
\]

where; \(V_{DC}\) is the DC voltage, \(N_{SM}\) is the total number of sub-modules switch on, and \(V_{SM}\) is the voltage across a sub-module capacitor.

This method maintains a constant DC voltage, and therefore if the total number of sub-modules that are switched on decreases, then the sub-module voltage has to be increased to preserve the same DC voltage according to (1). The increase in sub-module capacitors’ voltage will cause more energy

<table>
<thead>
<tr>
<th>Methods</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synchronous generator model based methods</td>
<td>Use accurate SM models</td>
<td>No intrinsic over current protection, Numerical instability issues</td>
</tr>
<tr>
<td></td>
<td>Not use ROCOF as an input</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Use frequency-drooping mechanisms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Do not need PLL</td>
<td></td>
</tr>
<tr>
<td>Swing equation-based methods</td>
<td>Use swing equation model</td>
<td>No intrinsic over current protection</td>
</tr>
<tr>
<td></td>
<td>Simple configuration</td>
<td>No frequency drooping mechanism</td>
</tr>
<tr>
<td></td>
<td>Do not need PLL</td>
<td>Inproper tuning might cause Oscillations</td>
</tr>
<tr>
<td>Frequency-dependent active power response methods</td>
<td>Emphasize controlling the inverter</td>
<td>Use of PLL might cause instability</td>
</tr>
<tr>
<td></td>
<td>Intrinsic over current protection</td>
<td>Transient response is slow</td>
</tr>
</tbody>
</table>
Energy stored in a Sub-module capacitor ($E_{SM}$):  
\[ E_{SM} = \frac{1}{2} C_{SM} V_{SM}^2 \]  

Total energy accumulated in the inverter:  
\[ \Delta E_{Total} = \Delta E_{SM} N_{SM} N_{poles} N_{arms} \]  
where; $C_{SM}$ is the size of the sub-module capacitor, $N_{poles}$ is the number of poles and $N_{arms}$ is the number of arms.

**B. HIGH TRANSIENT CURRENT**

High current injection capability is the next important aspect of the synchronous machine that aids in fault recovery. SGs can boost their terminal current by more than three times the nominal current during faults. As a result, synchronous machines can provide the required active power to maintain frequency stability without compensating the reactive power supply during the recovery period. The power system is therefore competent in preserving both voltage and frequency stability.

The MMC is not designed to have a high current rating, and in most cases, the maximum allowed inverter current is only about 1.1pu. IBG must prioritize reactive current as soon as the fault is cleared to comply with the grid codes to promote voltage stability. However, this will result in a decrease in the active power supply, causing frequency instability. Design of a temporarily increased high current rating for a short period would probably be more cost-effective than a moderately high current rating for a long period. This research, thus, aims to establish optimal current and span for better fault recovery when all the above-mentioned factors are minimized.

**III. METHODOLOGY**

This research focuses primarily on optimization to obtain an optimal set of inverter control parameters to produce enhanced fault recovery while not excessively increasing the manufacturing cost of inverters. Further, a frequency scanning technique is incorporated in optimization to narrow the search space of the optimization and thus achieve an acceptable solution within reasonable computing time. A detailed description of the test system and the technique employed are provided in this section.

**A. TEST SYSTEM**

The test system represents a small remote network with IBG and a small SG that feeds electricity to a local load center, as illustrated in Fig. 2. The remote network is connected to a strong AC network via a weak transmission line with a short circuit ratio (SCR) of 1.0. The inverter rating is 500MVA and is designed to operate at maximum active power of 450 MW. The IBG is modelled with a back-to-back MMC-VSC HVDC transmission system. The rectifier is in DC voltage ($V_{dc}$) and AC voltage ($V_{ac}$) control mode and the inverter is in active power and $V_{ac}$ control mode. The relevant parameters of the MMC-VSC transmission system are presented in Table 2.

Low inertia ($H = 2s$) 100MVA SG is used to represent the local synchronous machine-based generation. This low-inertia generator will introduce low damped electromechanical oscillations to the system as an additional challenge for fault recovery. An induction machine and a PQ load are used to depict the load center. The induction machine has a rating of 240MVA and operates at 200MW active power and 4MVar of reactive power. The PQ load is 400MW and 57MVar. The IBG is assumed to be generating at its max capacity (subject to the availability of sun or wind). The difference in power is supplied across the two transmission lines.

**B. CONTROLLER IMPLEMENTATION**

There are primarily two controllers to be implemented, as stated in section II. The first controller enables energy storage during the fault while the second controller temporarily increases the maximum allowable current of the inverter.
TABLE 2. Details of the MMC-VSC transmission system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC Voltage</td>
<td>200kV</td>
</tr>
<tr>
<td>Converter transformer</td>
<td>230/100kV, 500MVA, X=0.15pu</td>
</tr>
<tr>
<td>Number of Sub-modules</td>
<td>110</td>
</tr>
<tr>
<td>Sub-module voltage</td>
<td>1.8kV</td>
</tr>
<tr>
<td>Sub-module capacitance</td>
<td>10mF</td>
</tr>
<tr>
<td>Phase reactance</td>
<td>50mF</td>
</tr>
</tbody>
</table>

FIGURE 3. Energy storing controller.

1) ENERGY STORAGE CONTROLLER
In this approach, the active power coming from the renewable source will not be disconnected during the fault, but will be stored in the capacitors of the inverter sub-module. Theoretically, DC power flow should therefore not be impaired by the fault. The energy storage in the inverter sub-modules is accomplished by adjusting the number of sub-modules that are switched on, as stated in section II-A. Thereupon, the DC current can be used as an input measurement for the PI controller that controls the number of sub-modules required to be switched on as shown in Fig. 3.

2) MAXIMUM CURRENT CONTROLLER
The next important factor to consider is the inverter’s maximum current limit. The controllers typically limit the inverter current to around 1.1 pu. However, the inverter must be capable of providing a high current for releasing energy during the recovery period to achieve a speedy recovery. This technique, therefore, considers temporarily raising the inverter current limit for a short period to achieve a fast recovery following faults. Literature shows that 100% reactive current priority does not give the best performance [32]. Both the total current magnitude and maximum reactive current limit have a significant influence on fault recovery. Accordingly, the maximum current limit, as well as reactive current limit, are both treated as control parameters.

There are two ways of increasing the current limit. The first approach demands the system to hold a certain high current limit for a specified amount of time. This approach was used in [5], [31], [32], however, it may be placing an undue burden on the inverter, as well as causing the system to become unstable by supplying excessively high current for a high period of time. The method implemented in this research provides the maximum allowable current and the maximum allowable current boosting span. The current controller then determines how much maximum current and span of rising current are required to sustain the stability. When the inverter current requested by the outer loop control exceeds or equals the new maximum current limit, the inverter current is increased to the new maximum current limit. As soon as it drops below the new maximum, the inverter starts to reduce current. However, the duration of increasing the inverter current during a transient event is constrained by the pre-defined maximum duration of increasing current. Instead of using a rigid limit that forces the inverter current to be remain at the maximum limit for a certain duration, the method used here provides improved performance.

The inverter current is calculated using (4) and (5). The current controller used for this method is shown in Fig. 4. The inverter functions at or below its rated current throughout the normal operation; when a fault occurs, the inverter current rises to the new maximum limit for a certain period.

\[ I_{q, limited} = \begin{cases} 
I_{q,max} & I_q \geq I_{q,max} \\
I_q & I_{q,max} > I_q > I_{q,min} \\
I_{q,min} & I_q \leq I_{q,min} 
\end{cases} \]  \hspace{1cm} (4)

\[ I_{inv} = \sqrt{I_d^2 + I_{q, limited}^2} \]  \hspace{1cm} (5)

3) ACTIVATION LOGIC
The above two controllers should be triggered only during the faults. The voltage of the inverter terminal bus can be reduced due to a fault and also due to high loading situations. Hence, in addition to the inverter terminal voltage, the apparent power at the common coupling bus is considered to be an input indicator for the activation control. When the inverter terminal voltage and load apparent power are both dropped below their pre-set thresholds, the activation logic will be generated for a certain period. This controller permits the system to store energy during the fault and transfer that energy to the system with a high current rating. The overall controller diagram is given in Fig. 5.

C. OPTIMIZATION
This section describes the optimization process used to acquire the optimal set of values for inverter control parameters to achieve improved fault recovery while not excessively increasing the production costs of MMC.

1) DECISION PARAMETERS
Decision parameters are the key parameters that influence the fault recovery and the manufacturing cost of MMC.
The maximum inverter current, the reactive current limit, and the amount of energy stored in the number of sub-modules impact the fault recovery performance of the system. As explained in section II-A, the amount of energy stored in the sub-modules is dictated by the sub-module voltage, the number of sub-modules. The maximum current limit, sub-module voltage, and the duration of increasing the voltage and current of the inverter influence the manufacturing cost of MMC. They must be upheld at minimum levels to minimize production costs, yet those parameters must also be high enough to facilitate enhanced fault recovery. Consequently, it is important to find the optimal values for all of the above parameters, to strike a good compromise between the fault recovery and manufacturing cost.

The maximum inverter current and the maximum reactive current limits are two of the decision parameters. The amount of energy storage in the sub-module capacitors depends on the rise of sub-module voltage and is regulated by changes in the number of active sub-modules. The number of sub-modules is controlled through a PI controller that is used to maintain the DC current at constant. Thus, the parameters of the PI controller \( (K_P \text{ and } K_I) \) are another two decision parameters. Lastly, the duration of changing the number of sub-modules is another decision parameter. As such, those five parameters are identified as the decision parameters for the optimization. The next step is identifying the constraints for the search space in the optimization. The ranges (upper and lower limits) for \( K_P \) and \( K_I \) are determined by performing a frequency scanning analysis, as explained in the following section.

### 2) FREQUENCY SCANNING ANALYSIS TO IDENTIFY THE RANGES OF KP AND KI

Frequency scanning analysis is typically used to analyze the small-signal instability of grid-connected IBG systems. There are various frequency analysis approaches available in the literature [34]–[38]. The DQ-based frequency scanning method is utilized in this study since it is straightforward and only requires two independent scans. The frequency scanning method is used in this research to obtain the range of new PI controller parameters for the optimization that will not cause small-signal instability.

Small signal analysis is valid only in the vicinity of the equilibrium state. After a large disturbance, a stable system from ‘large disturbance sense’ will reach this equilibrium. However, if it is unstable from small signal sense, it will not settle those. By determining the permissible range of parameters from small signal sense, the overall search space can be eliminated, because there is no point in trying parameters that makes the system unstable around the equilibrium.

The entire system is represented by two independent systems (IBG system and Grid system) in this DQ analysis approach, and the frequency scanning is performed individually for those two systems. Then the independently obtained frequency scanned results are combined in the frequency domain, as given in (6)-(14) and Fig. 6.

**Grid**

where;

\[
Z_{grid}(j\omega) = \begin{bmatrix} \Delta Z_{dd}(j\omega) & \Delta Z_{dq}(j\omega) \\ \Delta Z_{qd}(j\omega) & \Delta Z_{qq}(j\omega) \end{bmatrix}
\]

\[
\Delta I(j\omega) = Y_{IBG}(j\omega) \Delta V(j\omega)
\]

**IBG**

\[
\begin{bmatrix} \Delta I_d(j\omega) \\ \Delta I_q(j\omega) \end{bmatrix} = Y_{IBG}(j\omega) \begin{bmatrix} \Delta V_d(j\omega) \\ \Delta V_q(j\omega) \end{bmatrix}
\]

\[
\Delta V(j\omega) = [1 + Z_{grid}(j\omega)Y_{IBG}(j\omega)]^{-1}Z_{grid}(j\omega)
\]

According to the Fig. 6,

\[
\frac{\Delta V(j\omega)}{\Delta I(j\omega)} = Z_{eq}(j\omega)
\]

Therefore, the closed-loop transfer function is:

\[
Z_{eq}(j\omega) = [1 + Z_{grid}(j\omega)Y_{IBG}(j\omega)]^{-1}Z_{grid}(j\omega)
\]
det formed by the Nyquist plot of \( det(I + L(s)) \) equals zero and does not pass through the origin.

Nyquist plot of \( det(I + L(s)) \) for four different values of \( K_P \) and \( K_I \) are given in Fig. 7, Fig. 8, Fig. 9 and Fig. 10. According to Fig. 7, the number of clockwise encircles (N) is formed by the Nyquist plot of \( det(I + L(s)) \) around the origin when \( K_P = 0.01 \) equals 1 and the number of counterclockwise encircles (P) equals zero. As a result, the total number of counterclockwise encircles \( (P-N) \) equals zero. As a result, the total number of counterclockwise encircles \( (P-N) \) equals zero. According to \( K_P = 0.01 \) equals 1 and the number of counterclockwise encircles \( (P-N) \) equals zero. Moreover, the Nyquist plot does not pass through the origin. Accordingly, the system with \( K_P = 0.1 \) is stable, as presented in Fig. 9. Therefore, the lower limit for the \( K_P \) was chosen to be 0.1.

Similarly, as demonstrated in Fig. 8, the upper limit for the \( K_P \) was chosen as 1.45, since the system is stable with \( K_P = 1.45 \) but not with \( K_P = 1.5 \).

The system is unstable when \( K_I = 0.001 \) and stable when \( K_I = 0.01 \), as presented in Fig. 9. Therefore, the lower limit for the \( K_I \) was selected as 0.01.

When \( K_I = 30 \), the system is stable and when \( K_I = 32 \) system is unstable, as presented in Fig. 10. Accordingly, the upper limit for the \( K_I \) was set to 30.

Feasible operating ranges are considered for other decision variables \( (I_{max}, I_{ref,limit} \) and \( SM_{duration} \)). Finally, the lower and upper limits for the decision variables were defined as given in (15)-(19)

\[
\begin{align*}
1.0 & \leq I_{\text{max}} \leq 1.6 \\
0.2 & \leq I_{\text{ref,limit}} \leq 1.3 \\
0.1 & \leq SM_{\text{duration}} \leq 1.5 \\
0.1 & \leq K_P \leq 1.45 \\
0.01 & \leq K_I \leq 30
\end{align*}
\]

3) OUTPUT MEASURABLE VARIABLES

RMS error, steady-state error, and the maximum overshoot of Inverter active power output, inverter current magnitude, voltage magnitude at the PCC, system frequency, and DC current were considered, as the output measurable variables. The error was evaluated in relation to the pre-fault values since the goal was to swiftly restore the system to the pre-fault values with few overshoots. The weighting factors for each of the aforementioned variables were chosen so that stable and unstable conditions can be clearly distinguished, and the fundamental goal of storing energy in sub-module capacitors and releasing it was achieved with less change in DC power flow. Accordingly, comparatively high values were used for \( w_6 \) to \( w_{10} \) to differentiate stable and unstable conditions and for \( w_5, w_{10} \) and \( w_{15} \) to achieve storing and releasing energy in sub-module capacitors with less change in DC power flow.

The objective function used for this study is given in (20). Optimization was performed to obtain the minimum value of the objective function subjected to eq (15)-(19).

\[
OBJ = \begin{pmatrix}
w_1PE_{\text{rms}} + w_2VE_{\text{rms}} + w_3fE_{\text{rms}} \\
+ w_4IE_{\text{rms}} + w_5IDCE_{\text{rms}} + w_6PE_{\text{ss}} \\
+ w_7VE_{\text{ss}} + w_8fE_{\text{ss}} + w_9IE_{\text{ss}} \\
+ w_{10}IDCE_{\text{ss}} + w_{11}PE_{\text{os}} + w_{12}VE_{\text{os}} \\
+ w_{13}fE_{\text{os}} + w_{14}IE_{\text{os}} + w_{15}IDCE_{\text{os}}
\end{pmatrix}
\]

where; \( w_1 - w_{15} \) are weighting factors, \( E_{\text{rms}} \) is rms error, \( E_{\text{ss}} \) is steady-state error, \( E_{\text{os}} \) is the maximum overshoot, \( P \) is Inverter active power output, \( V \) is voltage magnitude at the PCC, \( f \) is
system frequency, \( I \) is inverter current magnitude and \( IDC \) is DC current.

This research used the non-linear simplex optimization method [39] for optimization. The set of values corresponding to the minimum cost function with minimum \( I_{\text{max}} \) and \( SM_{\text{duration}} \) was selected, as the optimization solution.

IV. RESULTS
A five-cycle three-phase ground fault was applied at the point of common coupling (PCC) to investigate the dynamic behaviour of the system. Fig. 11 depicts a comparison of the dynamic behaviour of the Synchronous Machine vs an IBG system without any special controllers (typical IBG). According to this, the IBG connected to a weak system cannot recover to pre-fault values from the imposed fault, although similar rated SG connected to the same system could. Hence, Fig. 11 insights the necessity of improved fault recovery controllers for the IBGs connected to weak power systems.

A. OPTIMIZATION RESULTS
Table 3 presents the optimal set of inverter control parameters obtained from the optimization to achieve better fault recovery without unduly increasing the manufacturing cost of the inverter. Fig. 12 provides the fault response of the IBG system with this optimal set of parameters. When a fault occurs, the inverter current limit must be increased to 1.35, as specified in Table 3, for approximately 0.5s, as shown in Fig. 12(b). The \( K_P \) and \( K_I \) values of the PI controller used to change the number of sub-modules are 1.2 and 9, respectively. The duration of changing the number of sub-modules is only 0.5s, as given in Table 3, and the inverter sub-module voltage rises to 4 kV for a very short period (approx. 0.1s). About 45MJ of energy, which is comparable to the same rated SG system, is stored in the inverter sub-module capacitors during the fault and released back to the system as soon as the fault is cleared to obtain a fast recovery, as depicted in Fig. 12(f). Since the reactive current limit is maintained at 0.9pu and the current limit is increased to 1.35pu, the inverter can provide active and reactive power requirements to the system, as presented in Fig. 12(d)&(e). As a result, both PCC voltage and system frequency are restored to pre-fault values with few fluctuations, as shown in Fig. 12(a)&(c). In addition, the inverter maximum current and sub-module voltage are maintained at appropriate values and their boosting periods are about 0.5s. This will result in lower production costs than by offering a high-rated MMC. Accordingly, an IBG equipped with these optimized controllers can provide enhanced fault recovery without unduly increasing inverter manufacturing costs.

The Nyquist diagrams of a typical IBG system and an IBG system with optimized controllers at the post fault stage are compared in Fig. 13. As shown in Fig. 13, the typical IBG system’s Nyquist plot of \( \text{det}(I + L(s)) \) forms one clockwise encircle (N) and zero counterclockwise encircles (P) around the origin. As a result, the total number of counterclockwise encircles (P-N) equals \(-1\). This implies that the typical IBG connected to a weak power system is unstable. However, the Nyquist plot of the IBG system with optimized controllers makes one clockwise encircle and one counterclockwise encircle; thence, the total encircles around the origin is zero,
as illustrated in Fig. 13. Therefore, the IBG system with optimized controllers connected to a weak power system is stable.

B. VALIDATION

The parameter optimization was performed at only one system operating point, thus it will not necessarily imply that the given set of parameter values will produce a good performance at other operating points. Hence, the following step is necessary to validate that the optimal set of parameter values give good performance at a range of expected operating points. Therefore a few case studies are offered here, as examples to demonstrate the validation procedure. Control parameters must be re-tuned if the validation does not work, as expected. This is an essential step in the design process.

1) EFFECTS OF LOAD TYPE

The optimal set of parameters was obtained by considering constant MVA load. Thus, constant impedance and constant current loads were used in this study to check if the optimal set of control parameters works regardless of load type. Fig. 14 shows the comparison of system performance (voltage at PCC, inverter current and system frequency) for those three types of loads. Since all three cases provide a similar fault recovery, Fig. 14 verifies that the optimal set of values for the inverter control parameters works irrespective of the load type.

2) EFFECT OF SYSTEM IMPEDANCE

This case study was carried out by altering the transmission line impedance that links the load centre and the remote grid. The change in transmission line impedance represents the changes in network topology due to contingencies. The optimization was done with an impedance magnitude of 294.2Ω (SCR about 1.0). In this case study, the transmission line impedance was changed to different values, and the dynamic performance of the system was observed. Fig. 15 presents the dynamic behaviour of the system for three different impedance values. The impedance of the system could be increased to 420Ω and achieve a stable and good dynamic response. Increasing system impedance further can make the system unstable. Hence, we recommend identifying the worst system impedance, owing to credible contingencies first. If the worst impedance is beyond the operating range of the optimum control parameters, the authors recommend determining another set of inverter control parameters to employ in such instances.

3) EFFECT OF FAULT DURATION

The duration of fault was changed in this case study to observe the impact of fault duration on the dynamic performance. Fig. 16 shows the system behavior for 4 different values of fault duration. Decreasing fault duration helps with fault recovery, as illustrated in Fig. 16. Fault duration could be increased up to 0.12s (6 cycles) and obtain good recovery following a fault with the optimal set of parameters. However, as shown in Fig. 16, a further increase in fault duration has a negative effect on faults’ recovery. Most grid codes for power systems with high penetration of IBG compel zero-voltage ride-through capability of 5-6 cycles at 230kV. Hence these results imply that the optimized set of parameters is capable of satisfying such requirements. If validation fails, control settings must be re-tuned.
C. APPLICATION

IBG with optimized fault recovery controllers was incorporated into the dynamically simplified Manitoba hydro-power system [40] to demonstrate the application of the proposed optimized controllers. The system diagram is given in Fig. 17.

The inverter rating is 800MVA and is designed to operate at maximum active power of 760 MW. The IBG is modelled with a back-to-back MMC-VSC HVDC transmission system, and the rectifier is in DC voltage ($V_{dc}$) and AC voltage ($V_{ac}$) control, and the inverter is in active power and $V_{ac}$ control. The important parameters of the MMC-VSC transmission system are presented in Table 4. SCR at the PCC bus (SSB4) is 1.7. The fault recovery controllers employ the same parameter values listed in Table 3.

A five-cycle three-phase ground fault was applied at the PCC bus (SSB4) and the dynamic behaviour of the system with and without optimized controllers was observed. The fault responses of the typical IBG and the IBG with optimized controllers are depicted in Fig. 18(a) & (b). According to Fig. 18, a typical IBG system cannot recover from the imposed fault, while the same IBG system with optimized controllers can give enhanced recovery. Accordingly, this emphasizes the importance of the optimized fault recovery controller.

V. CONCLUSION

The importance of auxiliary fault recovery controllers for IBG coupled to weak power systems is highlighted in this paper. The concept of storing energy in the inverter sub-module capacitors and temporarily increasing the inverter current limit to achieve a rapid energy flow is adopted in this paper to enhance the fault recovery of IBG. An optimization methodology is presented in this paper to obtain enhanced fault recovery without excessively increasing the manufacturing cost of MMC. The search space must be appropriately narrowed for the optimization algorithm to converge to an acceptable solution with a reasonable computing time. This is achieved using frequency scanning combined with Generalized Nyquist criteria. In the proposed approach, the inverter current must be boosted to 1.35pu for about 0.5s and energy coming from the rectifier side is stored in inverter sub-module capacitors during the fault. Enhanced performance is achieved with the optimal set of parameter values even for a very weak power system. Furthermore, the optimized parameter values are validated in this paper for various system conditions, as an essential step in the design process. If the validation fails, re-tuning the control parameters is suggested. The application of the optimal inverter control parameters is demonstrated by incorporating the controllers into a dynamically simplified real-world power system.

Table 4. Details of the MMC-VSC transmission system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC Voltage</td>
<td>200kV</td>
</tr>
<tr>
<td>Converter transformer</td>
<td>110/200kV, 800MVA, $X=0.18$pu</td>
</tr>
<tr>
<td>Number of Sub-modules</td>
<td>200</td>
</tr>
<tr>
<td>Sub-module voltage</td>
<td>1.2kV</td>
</tr>
<tr>
<td>Sub-module capacitance</td>
<td>10mF</td>
</tr>
<tr>
<td>Phase reactance</td>
<td>50mF</td>
</tr>
</tbody>
</table>

FIGURE 16. Dynamic performance of the system with different fault duration.

FIGURE 17. MH dynamically simplified system with IBG.

FIGURE 18. Comparison of fault recovery behaviour of typical IBG system and IBG system with optimized controllers.
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