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Abstract- The proposed research article presents an optimum Fuzzy-PID controller with a derivative filter (Fuzzy-PIDF) to stabilize the frequency in an interconnected power system which includes renewable sources of energy like solar thermal power generating units. The scrutinized system consists of two area unified power system where each area is consisting of a thermal unit with reheat turbine and a solar thermal unit. The automatic generation control is exercised in each area with the help of two distinct Fuzzy-PIDF controllers. A novel optimization method named the Grey Wolf Optimizer is applied for optimizing the coefficients of the proposed fuzzy-PIDF controller. A time dependent objective function (Integral Time Absolute Error) has been employed in this case as fitness function. Different controllers such as PID, Fuzzy-PID and Fuzzy-PIDF are used to stabilize the frequency oscillation as well as tie-line power variation in the multi-area system subject to a disturbance of 0.01 p.u. in the system. The efficacy of the recommended Fuzzy-PIDF controller is also established in view of various time domain specifications like minimum undershoots, settling time and maximum overshoots. To check the robustness and sensitiveness of the controller, the system is subjected to random loading and parameter variations.
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1. Introduction

The main objective of Automatic Generation Control in a traditional power system is to ensure a stable power system operation and to maintain the quality and reliability of the power being dispatched to the customers. A complete review of the AGC concepts and its various aspects are listed down in [1-2]. In the modern scenario, a power system is subdivided into various areas connected together with the help of tie-lines. The power system stability necessitates the perturbations in tie-line power and the frequency to be minimized and to be kept within their nominal values due to the occurrence of any sudden load changes in either area. A sudden deviation in the load demand of a particular area brings about a shifting in the stable operating point of the system and hence the frequency and the tie-line power exchange undergo a deviation from the normal values. The role of the AGC is to minimize the area control error (ACE) and force it to zero for minimizing the frequency deviancy and the tie-line power flow deviancy. In an organized power system, the role of AGC has been described in [3-5].

All the above studies and findings in the field of AGC done so far has been with the consideration that the power system considered contains only conventional sources of energy like thermal, hydro, hydro-thermal etc. Due to the growing concerns about the greenhouse effect, the heating up of the earth’s atmosphere and the increase in the rate of carbon emissions, environmentalists all over the world have been stressing towards the use of non-conventional and non-polluting sources of energy. The most common non-conventional sources of energy are the solar and the wind. The Solar energy and the wind energy over the recent years have discovered the huge potential in themselves. The
integration of non-conventional energy sources in an interconnected power system harnesses the immense potential possessed by the renewable energy sources. The basic literature is mentioned in [6], describing how to model and integrate the renewable sources in an interconnected power system. Extensive research has been done to address the problems that arise due to the inclusion of renewable sources in an interconnected power system. The effect of photovoltaic power generation on the frequency and generation control of a system is elaborately discussed in Paper [7]. Further in 2010 a brief survey was conducted regarding the load frequency control (LFC) issues caused due to the integration of renewable resources in an interconnected power system [8]. Articles [9] and [10] effectively address the load frequency issues due to the inclusion of renewable generating sources in an interconnected power system under various conditions.

The main control action of the AGC is to reduce the area control error (ACE) to zero. This stage requires the help of controllers. Conventional controllers like PI controller, PID controller and many others found its application in AGC. However the performance of these classical controllers is restrained in case there is a change in the operating point of the system. So in order to overcome this shortcoming, aid has been taken to implement various soft computing tools in order to establish a smooth control action. The inclusion of fuzzy logic controller for the control of the power system was illustrated in Paper [11]. Article [12] draws a comparative study between the classical PID controllers and the Fuzzy Logic Controller when applied to the AGC in an organized power system. Use of evolutionary computation technique and swarm intelligence to tune the controller parameters become the recent practice. Papers [13-15] effectively and elaborately describe the use of evolutionary based computation and soft computing techniques like Firefly Algorithm, Hybrid Differential Evolution-Pattern Search technique, Bacterial Foraging technique for the AGC in a unified power system. A comparative description of artificial bee colony optimization technique for the AGC of an interconnected hydrothermal power system is effectively projected in [16]. A hybridization of soft computing with the Fuzzy logic controller along with PID controller was done and applied effectively in the AGC of a unified power system [17]. Articles [18-20] explain the modelling of solar field and their application in many engineering fields. Papers [21-23] deal with the study of design of Load frequency controller in microgrid and concentrate on the effect of the integration of solar and wind energy in a power system when operating in islanded mode. Paper [24] focuses on the use of power electronics for renewable energy systems and mainly concentrates on solar and wind power system. The issues of overtime voltage scheduling and real time control action in case of distributued generation systems are addressed in [25-26]. In [27] the effect of hydrogen storage-transportation system to the frequency regulation of a microgrid is efficiently addressed. The effect of solar integration in distributed generation system is vividly studied under deregulated scenario [28].

This research paper proposes a novel controller called Fuzzy-Proportional Integral Derivative controller with derivative filter (Fuzzy-PIDF), being applied for the AGC in an interconnected power system. The two area system considered here proposes an integration of a solar thermal power unit along with the conventional thermal power unit in each area. The gains of the PID controller, Fuzzy-PID controller and Fuzzy-PIDF controller are tuned with Grey wolf Optimization technique. Hence the key objective of the proposed work can be summarized as follows:

- Modelling an interconnected power system with renewable sources of generation which includes solar thermal power generation along with conventional thermal power generation.
- Implementing PID controllers, Fuzzy-PID controllers and Fuzzy-PIDF controllers tuned by Grey Wolf Optimization for automatic generation control.
- Comparing the transient performance of the system with different controllers in terms of some performance parameters and hence establishing the supremacy of the suggested Fuzzy-PIDF controller.

2. System Investigated

The proposed work has taken into consideration a two area system of 2000 MW each consisting of a thermal power unit and a solar thermal power unit in both areas. Figure 1 demonstrates the model of the proposed system. The thermal unit comprises of a governor, a turbine and a reheat system. The solar thermal unit consists of a solar module, a governor and a turbine system as clearly depicted in the figure. The transfer function representations of the governor, turbine, reheat, solar plant are vividly mentioned in the aforesaid figure. Here $T_p$ stands for the time constant of the governor and $T_r$ stands for the time constant for the turbine. $K_f$ stands out as the gain of the reheat system and $T_r$ stands out as the time constant of the reheat system. $K_p$ denotes the gain of the power system load or generator and $T_p$ stands for the time constant of the power system. $K_{SO}$ and $T_{SO}$ stand out for the gain and the time constant of the solar unit respectively.

The Fuzzy-PIDF controller plays the role of secondary controllers here. Two Fuzzy-PIDF controllers have been introduced into the system. The controller gains and the fuzzy scaling factors have been optimized using a recent optimization scheme called the Grey Wolf Optimization technique. The objective function considered here is the Integral Time Absolute Error (ITAE) and can be denoted as

$$J = \int_0^T \left( |\Delta M_1| + |\Delta M_2| + |\Delta P_{te}| \right) dt$$

(1)

3. Solar Field

Solar energy is known to have immeasurable potential that needs to be harnessed. There are countable numbers of systems that are known to utilize this huge potential and helps in the generation of power from them. Such devices
include Photovoltaic cells (PV cells) and Concentrated Solar Power (CSP). Paper [18] describes about the exploration of power generation by the solar field with different kinds of collectors. The prime objective of the collectors is the convergence of the solar rays to the pipes that transfer the working fluids. The working fluid then finds its application in the heat exchanger. A direct method of steam generation in solar boilers has also been proposed by Valenzuela et al [19]. The advent of technology and constant research also give rise to the idea of a hybrid solar power plant. The modelling of the solar power plant first needs the modelling of the solar field. The mathematical modelling of the solar field was proposed by Buzas et al [20].

The following equations describe the modelling of solar field.

$$\frac{dT_0(t)}{dt} = \frac{A \eta_0}{C} I(t) - \frac{U_1 A}{C} \left[ T_0(t) - T_1(t) \right] + \frac{\nu(t)}{V} \left[ T_0(t) - T_1(t) \right] $$  \hspace{1cm} (2)

Where $T_0(t) = \frac{T_1(t) + T_2(t)}{2}$

The above equation (2) denotes the rate of change of output temperature. For the sake of simplicity the flow rate of the working fluid is assumed unchanged. Thus the above equation can be replaced as:

$$\frac{dT_0(t)}{dt} + \left[ \frac{U_1 A}{2C} + \frac{\nu}{V} \right] T_0(t) = \frac{A \eta_0}{C} I(t) + \left( \frac{\nu}{V} - \frac{U_1 A}{2C} \right) T_1(t) + \frac{U_1 A T_e(t)}{2C} $$  \hspace{1cm} (3)

The above equation when put through the Laplace operator gives us

$$T_0(s) = \frac{T_m A \eta_0}{T_m + 1} I(s) + \frac{T_m}{T_m + 1} \left[ \frac{\nu}{V} - \frac{U_1 A}{2C} \right] T_1(s) + \frac{T_m}{T_m + 1} \frac{U_1 A T_e(s)}{2C} $$  \hspace{1cm} (4)

Where the time constant of the solar field is demonstrated by $T_{so}$ and $T_{so} = 1/\left( \frac{U_1 A}{2C} + \frac{\nu}{V} \right)$

Being very small, the inlet temperature and the environment temperature variation can be neglected. Hence the mathematical model of the solar field using Laplace operators with respect to solar irradiance can be expressed as:

$$G(s) = \frac{K_{so}}{1 + T_{so}s} $$  \hspace{1cm} (5)

Here $K_{so}$ can be denoted as the solar field gain. Hence the steam produced in the heat exchangers can be used to drive the turbine. In many cases a two second delay is also taken into consideration for many processes of the solar thermal power plant.

Fig. 1. The transfer function model of the proposed system.
4. Proposed Controller (Fuzzy-PIDF Controller).

Owing to its simplicity, robustness and ease of control, the PID controllers became the prima facie controller in the industrial process organization. But with the increase in the complexity of control action and due to time constraints in plants, the conventional PID controller started losing its hold and became less convenient. Adding to that, these controllers were put to shape based on a single operating point. With the shift in this operating point the entire controller parameters need to be updated. In order to overcome this tedious job of updation of parameters with change in operating points, various soft computing tools were developed. The proposed work introduces a Fuzzy Logic based controller to address the problem. A soft computing tool, i.e. Fuzzy Logic Controller (FLC) is a computational method which depends on linguistic technique to compute a better solution. The Fuzzy method is mainly used when the conventional method proves to be futile. Figure 2 vividly demonstrates the architecture of the suggested Fuzzy-PID controller with derivative filter. In order to distinguish the Fuzzy-PIDF controller from Fuzzy-PID controller and PID controller, the architecture of both the Fuzzy-PID controller and PID controller are shown in the Fig.3 and Fig.4 respectively.

Fig. 2. The proposed Fuzzy-PID controller with derivative filter.

Fig. 3. Architecture of Fuzzy-PID controller without derivative filter.

Fig. 4. Structure of PID controller.
From the Fig.2-4 it is clear that PID controller has three gain parameters \((C_p, C_1, C_d)\), the Fuzzy-PID controller has four scaling parameters \((C_1, C_2, C_3, C_4)\) and the Fuzzy-PIDF controller comprises five scaling factors \((K_1, K_2, K_p, K_i, K_d)\) along with a filter coefficient \((N)\).

The derivative filter is included in the Fuzzy-PID controller so as to eliminate the undesirable signal or noise. The addition of filter in the Fuzzy-PID controller increases the performance of the control action.

The input to the Fuzzy-PID controller is mainly the Area Control Error (ACE) of the respective area. The proposed Fuzzy-PIDF controller considered five membership functions namely \(f_1, f_2, f_3, f_4\) and \(f_5\). Based on these five membership functions 25 rules have been formulated in the rule-base as shown in the Table 1. The fuzzy rule-base is based on the Mandani fuzzy inference system. Figure 5 shows the fuzzy membership functions that govern the FLC and gives out the required outputs. In the proposed paper optimization of the constants of the suggested Fuzzy-PIDF controller is done by a newly accepted novel optimization technique called the Grey Wolf optimization technique.

### Table 1. Fuzzy Rule Base

<table>
<thead>
<tr>
<th>e</th>
<th>(f_1)</th>
<th>(f_2)</th>
<th>(f_3)</th>
<th>(f_4)</th>
<th>(f_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_1)</td>
<td>(f_1)</td>
<td>(f_1)</td>
<td>(f_2)</td>
<td>(f_2)</td>
<td>(f_3)</td>
</tr>
<tr>
<td>(f_2)</td>
<td>(f_1)</td>
<td>(f_2)</td>
<td>(f_2)</td>
<td>(f_3)</td>
<td>(f_4)</td>
</tr>
<tr>
<td>(f_3)</td>
<td>(f_2)</td>
<td>(f_2)</td>
<td>(f_3)</td>
<td>(f_4)</td>
<td>(f_4)</td>
</tr>
<tr>
<td>(f_4)</td>
<td>(f_2)</td>
<td>(f_3)</td>
<td>(f_4)</td>
<td>(f_4)</td>
<td>(f_5)</td>
</tr>
<tr>
<td>(f_5)</td>
<td>(f_3)</td>
<td>(f_4)</td>
<td>(f_4)</td>
<td>(f_5)</td>
<td>(f_5)</td>
</tr>
</tbody>
</table>

5. Grey Wolf Optimization

The social hierarchy of leadership stands out as the inspiration behind the formulation of the Grey Wolf Optimizer, introduced in 2014. Being a member of the Canidae family, the grey wolves reside in the topmost level of the predator chain. They are also referred to as the apex predator. The wolves mainly residing in a pack of 5 to 6 inherently bears a great sense of social dominance hierarchy. This hierarchy has got a male and a female of each pack as the leader named as Alphas. The most important decisions like hunting, sleeping, etc. are entrusted to them. Their decisions are strictly followed by each member of the pack. The managerial capabilities of alphas place them as the dominant member of the pack. The subsequent group, second to the alphas in dominance are the betas. Subordinate to the alphas, they mainly provide assistance to the alphas in their act of taking all the important decisions. The ultimate tier of the pack named as the omegas. Being the underdogs, they used to be at the receiving end of all the frustration and anger of the higher tiers.

The main course of action of the grey wolves can be divided as:

- Stalking, pursuing and tackling the prey.
- Encompassing and folding off the distance from the prey unless it starts moving.
- Jumping on the prey when the time is proper.

Mathematically, the procedure of the encirclement of the wolves can be expressed as:

\[
\begin{align*}
\dot{B} &= k^p (X_p(t) - \dot{X}) \\
\dot{X}(t+1) &= \dot{X}_p(t) - \dot{X}^p \dot{X} \\
\dot{X}_p &= 2 \dot{X} \dot{X}_p - \dot{X} \\
\dot{X} &= 2 \dot{X}_p
\end{align*}
\]

Here ‘t’ denotes the current iteration. \(\dot{X}_p\) and \(\dot{X}\) are the coefficient vectors and \(\dot{X}\) is the current position of the grey wolf.
The ability to sense the exact position of the prey and hunting them down is what made the grey wolves a class apart. Mainly guided by the alphas, the hunting property of alphas, betas and deltas are mathematically expressed as:

\[ \dot{D}_a = [C_1 \dot{X}_a(t) - \dot{X}] \]  
(10)

\[ \dot{D}_r = [C_2 \dot{X}_r(t) - \dot{X}] \]  
(11)

\[ \dot{D}_s = [C_3 \dot{X}_s(t) - \dot{X}] \]  
(12)

\[ \dot{X}_1 = \dot{X}_a - \dot{X}_b \]  
(13)

\[ \dot{X}_2 = \dot{X}_b - \dot{X}_c \]  
(14)

\[ \dot{X}_3 = \dot{X}_c - \dot{X}_d \]  
(15)

\[ \dot{X}(t + 1) = \left( \frac{\dot{X}_1(t) + \dot{X}_2(t) + \dot{X}_3(t)}{3} \right) \]  
(16)

The methodology of the grey wolf optimization technique can be listed down as follows:

a. Initialization of a random population \( X \) and initialization of the GWO parameters like \( a, A \) and \( C \).

b. Evaluation of the fitness of each agent with the help of the objective function. The objective function considered here is the ITAE.

c. The present population is to be updated with the help of equation (16).

d. The new population is then further evaluated using the objective function.

e. Updateation of the search agents, particularly \( X_a \), \( X_b \) and \( X_d \). The GWO parameters are also to be updated.

f. If the stopping criterion is not reached, then repeat steps (c-e), else the program returns \( X_a \) as the best solution.

6. Result And Analysis:

The proposed work includes a Grey wolf optimizer for optimal tuning of the suggested Fuzzy-PIDF controller. The proposed two-area system integrated with renewable sources is simulated using Matlab Simulink. The GWO code has been scripted in Matlab for the optimization of the controller gains and the fuzzy scaling factors. The maximum iteration considered for this process is 100 and the total population size was taken to be 100. The objective function implemented in this paper is a time dependent objective function known as the Integral Time Absolute Error (ITAE) mathematically expressed by equation (1).

The proposed system was simulated under a variety of perturbations. The results are noted and the system dynamic performances are clearly observed. The various case studies involved in this work are discussed below.

6.1. Case 1: Under a load perturbation of 1%.

The proposed model is simulated under the effect of a Step Load Perturbations of 0.01 p.u. applied to area 1. In this condition the GWO technique is employed for optimizing the gains of PID controller, Fuzzy-PID controller and Fuzzy-PIDF controller. The optimum values of different controller gains obtained by GWO technique are listed in Table 2. The results of Fuzzy-PIDF controller are put to test with that of PID controller and Fuzzy-PID controller under an SLP of 1% in area 1. The transient performance of the recommended two area system under the action of the suggested controller is observed in terms of settling time, maximum overshoot and minimum undershoot. Figure 6, Fig.7 and Fig.8 depicts the variation of frequency in area 1 (\( \Delta f_1 \)), variation of frequency in area 2 (\( \Delta f_2 \)) and variation in tie-line power (\( \Delta P_{tie} \)) under an SLP of 0.01 p.u.

![Fig. 6. Area 1 frequency deviations.](image1)

![Fig. 7. Area 2 frequency deviations.](image2)
Table 2. Optimized parameters of different controllers tuned by GWO technique.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Area 1</th>
<th>Area 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$K_1$</td>
<td>$K_2$</td>
</tr>
<tr>
<td>Fuzzy-PIDF</td>
<td>4.0000</td>
<td>0.1000</td>
</tr>
<tr>
<td>Fuzzy-PID</td>
<td>$C_1$</td>
<td>$C_2$</td>
</tr>
<tr>
<td></td>
<td>1.8998</td>
<td>0.8992</td>
</tr>
<tr>
<td>PID</td>
<td>$C_p$</td>
<td>$C_i$</td>
</tr>
<tr>
<td></td>
<td>2.3172</td>
<td>4.0000</td>
</tr>
</tbody>
</table>

Table 3. Values of performance parameters of the system with different controllers.

<table>
<thead>
<tr>
<th>Controller</th>
<th>$\Delta f_1$</th>
<th>$\Delta f_2$</th>
<th>$\Delta P_{tie}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$O_{\Delta} \times 10^{-3}$</td>
<td>$T_s$</td>
<td>$U_{sh}$</td>
</tr>
<tr>
<td>PID</td>
<td>2.9</td>
<td>10.8800</td>
<td>-0.0076</td>
</tr>
<tr>
<td>Fuzzy-PID</td>
<td>0.3020</td>
<td>5.9700</td>
<td>-0.0036</td>
</tr>
<tr>
<td>Fuzzy-PIDF</td>
<td>0.1068</td>
<td>4.3300</td>
<td>-0.0012</td>
</tr>
</tbody>
</table>

Table 4. Values of the performance parameters for the change in system parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>%age deviation</th>
<th>$T_s$ for $\Delta f_1$ (in sec)</th>
<th>$O_{\Delta} \times 10^{-3}$ for $\Delta f_1$ (in p.u.)</th>
<th>$U_{sh}$ for $\Delta f_1$ (in p.u.)</th>
<th>$T_s$ for $\Delta f_2$ (in sec)</th>
<th>$O_{\Delta} \times 10^{-3}$ for $\Delta f_2$ (in p.u.)</th>
<th>$U_{sh}$ for $\Delta f_2$ (in p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>-20%</td>
<td>4.3300</td>
<td>0.1066</td>
<td>-0.0012</td>
<td>4.9500</td>
<td>0.0802</td>
<td>-0.0002</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>4.3300</td>
<td>0.1067</td>
<td>-0.0012</td>
<td>4.9400</td>
<td>0.0804</td>
<td>-0.0002</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>4.3300</td>
<td>0.1069</td>
<td>-0.0012</td>
<td>4.9400</td>
<td>0.0806</td>
<td>-0.0002</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>4.3300</td>
<td>0.1070</td>
<td>-0.0012</td>
<td>4.9400</td>
<td>0.0807</td>
<td>-0.0002</td>
</tr>
<tr>
<td>B</td>
<td>-20%</td>
<td>4.5800</td>
<td>0.1237</td>
<td>-0.0014</td>
<td>5.1600</td>
<td>0.1032</td>
<td>-0.0003</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>4.4500</td>
<td>0.1141</td>
<td>-0.0013</td>
<td>5.0500</td>
<td>0.0907</td>
<td>-0.0002</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>4.2200</td>
<td>0.1011</td>
<td>-0.0011</td>
<td>4.8200</td>
<td>0.0722</td>
<td>-0.0002</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>4.1300</td>
<td>0.09651</td>
<td>-0.0010</td>
<td>4.7000</td>
<td>0.06511</td>
<td>-0.0002</td>
</tr>
</tbody>
</table>

The analysis of the supremacy of the proposed controller is now done under the effect of random loading applied to area 1. The pattern of random loading is clearly demonstrated in Fig. 9. Figure 10, Fig.11 and Fig.12 exhibits the variation in frequency of area 1 (Δf₁), variation in frequency of area 2 (Δf₂) and variation in tie line power (ΔPtie) respectively under the action of random loading. The corresponding plots clearly depict that the proposed Fuzzy-PID controller with derivative controller has been effective in minimizing the transient state error faster than the PID and the Fuzzy-PID controller.
Fuzzy-PID controller. The results and the analysis done clearly puts to light that the proposed Fuzzy-PID controller with derivative filter is very much effective and superior in reducing the frequency deviations in respective areas along with the tie-line power variations to zero within a short span of time. The dynamic performances therefore strongly establish the supremacy of the proposed controller.
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Appendix:

Nominal Parameters of the system are:

f=60 Hz; T_{gl}=0.08 s; T_{t1}=0.3 s; T_{t}=3.0 s; T_{r}=1.0 s; T_{r1}=10 s; K_{1}=0.5; K_{s}=120 Hzpu MW pu MW/rad; H= 5s; D= 8.33*10^{3} pu MW/Hz ; T_{p}= 20 s; T_{e}= 0.086; R_{e}=2.4 Hz/pu MW; B_{e}=0.425 pu MW/Hz; K_{ac}=1.8, T_{ac}=1.8 s.