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Abstract—Polar codes have emerged as important error cor-
rection codes due to their capacity-achieving property. Successive
cancellation (SC) algorithm is viewed as a good candidate for
hardware design of polar decoders due to its low complexity.
However, for polar codes, the long latency of SC algorithm
of is a bottleneck for designing high-throughput polar
decoder. In this paper, we present a novel reformulation for the
last stage of SC decoding. The proposed reformulation leads to
two benefits. First, critical path and hardware complexity in the
last stage of SC algorithm is significantly reduced. Second, 2
bits can be decoded simultaneously instead of 1 bit. As a result,
this new decoder, referred to as 2b-SC decoder, reduces latency
from to without performance loss. Addi-
tionally, overlapped-scheduling, precomputation and look-ahead
techniques are used to design two additional decoders referred
to as 2b-SC-Overlapped-scheduling decoder and 2b-SC-Precom-
putation decoder, respectively. All three architectures offer
significant advantages with respect to throughput and hardware
efficiency. Compared to known prior least-latency SC decoder, the
2b-SC-Precomputation decoder has 25% less latency. Synthesis
results show that the proposed (1024, 512) 2b-SC-Precomputation
decoder can achieve at least 4 times increase in throughput and
40% increase in hardware efficiency.

Index Terms—Look-ahead, polar codes, overlapped scheduling,
precomputation, successive cancellation, 2-bit decoder.

I. INTRODUCTION

P OLAR codes, as the first provable capacity-achieving
codes over binary-input discrete memoryless channel

(B-DMC) [1], have received significant attention among var-
ious forward error correction (FEC) codes. Due to their explicit
structure and low-complexity encoding/decoding scheme, polar
codes have emerged as one of the most important codes in
coding theory. To date, many efforts have addressed several
theoretical aspects of polar codes [2]–[9]. However, with the
exception of [10]–[14], [19], not many publications have con-
sidered the VLSI design of polar decoders. In [10], an FPGA
implementation of polar decoder based on the Belief-propaga-
tion (BP) algorithm was reported. Although BP decoder has
particular advantages in parallel design, due to the requirement
of large number of processing elements (PEs), the BP decoder
is not attractive for practical applications. In [11], [12], [19],
successive cancellation (SC) polar decoders were presented.
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These low-complexity architectures are suitable for area-strin-
gent applications; however, due to the inherent serial nature
of the SC algorithm, these SC decoders fall short due to long
latency and low throughput. In [13], [14], a precomputation
scheme was applied to the SC algorithm, which succeeded in
reducing the overall latency from to . However,
considering the penalty of increased hardware, the SC-Precom-
putation decoder does not show significant improvement with
respect to hardware efficiency.
This paper makes three key contributions and presents three

new SC decoder architectures. First, a novel reformulation of
the last stage of the original SC decoder allows two bits to be
decoded in the same clock cycle, which leads to a reduction in
latency from to . This architecture is re-
ferred to as the 2b-SC decoder. Second, the use of overlapped
scheduling technique [15] further reduces the latency to .
This architecture is referred to as the 2b-SC-Overlapped-sched-
uling decoder. Third, the use of precomputation [16]–[18] and
look-ahead [17], [18] techniques further reduces the latency
from to . This architecture is referred to as the
2b-SC-Precomputation decoder. Note that, among all known
prior SC decoder architectures, the least achievable latency is

. Thus, the latency of the proposed 2b-SC-Pre-
computation decoder is the least among all known architectures.
The remainder of the paper is organized as follows. Section II

presents a brief review of the polar codes. In Section III, the re-
formulation for the last stage of SC decoding is developed. Then,
based on this reformulation, the 2b-SC algorithm is presented.
Section IV develops three different novel SC architectures based
on thisnewalgorithm.Hardwareanalysisandcomparisonaredis-
cussed inSectionV.SectionVIdrawsconclusions.

II. REVIEW OF POLAR CODES

A. Encoding Procedure

The name “polar” codes is derived from the phenomenon of
channel polarization. As proved in [1], with efficient construc-
tion approach, the reliability of decoded bits will be polarized
based on their different positions at the source data. Therefore,
an efficient polar-based transmitter can be constructed based on
the following principles: 1) sending required information bits at
“good” positions, which can strongly guarantee the reliability of
transmission; and 2) sending fixed “0” at “bad” positions, since
after the transmission any decoded bits at these “bad” positions
are highly unreliable. In [1], those “0” bits are called “frozen”
bits since these are fixed and their positions are known at both
the encoder and the decoder. Similarly, we call the non-frozen
information bits as “free” bits in this paper. Accordingly, an
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Fig. 1. An implementation of polar encoder with .

polar code contains information (“free”) bits and
“frozen” bits.
In general, an polar code can be constructed

from the original -bit information message
in two steps. If we denote the set of posi-

tions of frozen and free bits as
and , respectively, where

, then the first en-
coding step is to construct an -bit source data vector as

, where , if ; or
, if .

After obtaining , the second step computes the transmitted
codeword by the generator matrix
[9], [10]:

(1)

Here , where denotes the -th Kronecker

power of .

It should be noted that in some literature, the mapping from
to is represented as instead of (1), where is

the bit-reverse operation. As indicated in [1], both of these two
mapping approaches are equivalent and have the same perfor-
mance. In this paper, we adopt (1) as the encoding equation. An
example implementation for polar encoder is illustrated
in Fig. 1.

B. Conventional SC Decoding Algorithm

At the receiver end, corrupted by the transmission noise, the
received codeword will no longer be , but change to

. Since the required information bits are
contained in the original source data vector , the goal of polar
decoding is to recover from . In [1], it is proved that this re-
covery can be accomplished by the SC algorithm. With a recur-
sive computation procedure, the SC algorithm can use the like-
lihood ratios (LRs) of to output an estimated . In this paper,
we denote this estimated as .
Here each decoded bit is determined by the following de-
cision function [1]:

(2)

where if and is not
frozen position; otherwise .

Fig. 2. The decoding procedure of conventional SC algorithm with .

Here
is the LR value of the bit and

is the probability that the received codeword is and the
previously decoded bits are , given
the condition that .
From (2) it can be seen that the essence of the SC algorithm

is how to determine . In [1], Arıkan proposed an
efficient recursive approach to compute these likelihood ratios.
Fig. 2 shows the decoding procedure for an example
polar code. Based on the LR values of , two types of processing
nodes, namely white node ( node) and grey node ( node),
are employed to calculate . Here in
stage-3 can be calculated from the messages from stage-2,
while the calculation in stage-2 needs the messages output
from stage-1. Since these intermediate propagating messages
are also LR values, we present a unified notation for all the
LRs in this graph. The likelihood ratio output from the node at
row and stage is denoted as . With this new notation,

is now represented as , where .
Meanwhile, the LR value for the received bit can be denoted
as . Hence, (2) is now expressed as:

(3)

where if and is not frozen posi-
tion; otherwise .
To calculate , in [1] Arıkan proposed to compute the

following equation recursively:

(4)
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where and functions were defined in [1] as:

(5)

(6)

Notice that in (6), is the module-2 sum of partial pre-
vious decoded bits. The term depicts the “successive” op-
eration in the SC algorithm. The decision of current bit strongly
depends on the estimate of previous decoded bits; therefore, the
decoded bits can only be computed in a successive manner. To
clearly illustrate this phenomenon, we label a specific number
for each node in Fig. 2. Here each number indicates the index
of the clock cycle when the corresponding node is activated. It
can be seen that are output from stage-3 at cy-
cles 3, 4, 6, 7, 10, 11, 13, 14, respectively. Accordingly, this
serial decoding leads to an overall latency of 14 cycles. In gen-
eral, for polar code, the decoding latency of SC decoder
is .
Equations (3)–(6) describe the conventional SC decoding al-

gorithm based on the LR representation. However, because (5)
and (6) contain division and exponentiation operations, they
are not attractive for hardware implementation. To solve this
problem, a log-likelihood ratio (LLR)-based SC algorithm was
proposed in [11] to simplify the hardware design. Accordingly,
(3)–(6) in the natural domain are transformed to (7)–(11) in the
logarithm domain:

(7)

where if and is not frozen
position; otherwise .

(8)

(9)

(10)

where LLR value is defined as .
Since (9) is still too complex for hardware design, similar to

LDPC decoding, a min-sum approximation [11] can be further
employed to reduce the complexity of (9):

(11)

In general, (7)–(11) describe the LLR version of the conven-
tional SC algorithm.

III. THE PROPOSED 2BIT-SC DECODING ALGORITHM

According to [1], , the code length of the polar code, should
be large enough to guarantee the required error-correcting per-
formance in practical applications. Since the original SC de-
coder requires cycles to output a codeword, the latency

with large is not suitable for real-time high-speed applications.
Therefore, design of low-latency polar decoder is an important
problem to solve. In this section, using optimization at the algo-
rithm level, we propose a novel reformulation of the last stage
of the SC decoding procedure. Then, based on this reformula-
tion, a novel 2-bit-decoding SC (2b-SC) algorithm is presented.
This new algorithm can decode two successive bits in the same
cycle. Therefore, the latency can be reduced by 25% without
any penalty on the performance or hardware complexity.
We now review the original SC algorithm under interpretation

of probability. As introduced in Section II.B, the LR version of
the SC algorithm is described by (3)–(6). Section III.A reviews
the inherent principle of the SC algorithm in detail. This review
is helpful in developing the new reduced-latency 2b-SC algo-
rithm in Section III.B.

A. Review of SC Algorithm Under Interpretation of Probability

As indicated in [1], [9], the architectures of polar encoder
(Fig. 1) and decoder (Fig. 2) can be re-defined in a unified frame-
work. Fig. 3 illustrates this unified encoding/decoding architec-
ture for . Under this framework, the encoding procedure
can be viewed as a left-to-right transformation from to .
As shown in Fig. 3(a), this transformation is accomplished by
computing intermediate value . Similarly, when the proba-
bilities of are available at the right side of this architecture
(Fig. 3(c)), the decoding procedure can be viewed as estimating
those intermediate in the right-to-left direction. These esti-
mated values, denoted as , will be finally used to calculate
the leftmost , which is just the estimation of .
Fig. 3(b) and (d) show the basic computation units of the

overall architecture. For polar encoding, each unit represents
an exclusive-or operation, while for decoding it represents the
combination of and functions. When the unified architec-
ture is in encoding phase, as shown in Fig. 3(b), it is easy to
compute the outputs of the basic unit (denoted as and ) from
inputs (denoted as and ) as:

(12)

On the other hand, when the unified architecture is in de-
coding phase, since SC decoding is just the right-to-left estima-
tion procedure for those (see Fig. 3(c)), we can derive the ex-
pected relationship between these estimated values in Fig. 3(d)
as:

(13)

It should be noted that (13) can not be directly used to es-
timate and . This is because the “soft” bit probability, in-
stead of “hard” bit value, is employed in the soft-decision SC
decoding. For example, in Fig. 3(d), the probability of and
are the inputs of the basic unit to compute probability of and .
Therefore, (13) is only a “guideline” that depicts the “expected”
relationship between and . Next we will show how to ex-
actly calculate the probability of and with the use of (13).
Now consider the probability of denoted as

where . Notice in the case that
, according to (13), there are two possible combinations of

and that can make equal to 0: or .
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Fig. 3. Unified polar encoding/decoding architecture with . (a) left to
right encoding procedure. (b) basic encoding computation unit. (c) right to left
decoding procedure. (d) basic decoding computation unit.

Therefore, the probability for is given by:

(14)

Similarly, for the case we have

(15)

Denote the likelihood ratio of as since
, using (14) and (15), we have

(16)

where and
.

Note that (16) is just the same as (4), (5), where
and .

This completes the derivation of the LR version of the func-
tion based on bit probability representation and (13). Next we
show how to derive LR version of the function, which is equiv-
alent to the calculation of probability of .
Due to the successive computation of the SC algorithm, the

probability of being 0 or 1 depends on the decision of . In the
case , in order to make equal to 0, the combination of
and can only be and . Therefore, if we denote

where
, then we have:

(17)

Similarly, in order to make equal to 1 under the condition
that , the combination of and can only be and

. Thus, we have:

(18)

Based on (17) and (18), we can obtain the likelihood ratio of
for the case

(19)

Now consider the probability of when . In this case,
for to be 0, and . Thus:

(20)

Similarly, to make equal to 1 when , the only combi-
nation of and is and . Hence:

(21)

Based on (20), (21), we have

(22)
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Fig. 4. The basic computation unit on the leftmost side (the last stage) of the
overall decoding architecture.

We can derive a unified representation for LR value of for
different conditions of from (19), (22) as:

(23)

It can be seen that (23) is the same as (4), (6), where
and

. Therefore, the LR version of function can also be
derived from (13). Note that here the equality of and can
be easily verified by examining the estimation characteristics
of the decoding procedure. For example, in the dashed unit of
Fig. 3(c), the corresponding is , which is the estimation of

(Fig. 3(a)). Therefore, is equal to ,
which is just of index-12 node in Fig. 2.
In this subsection, starting from (13), we have shown how

the LR version of the SC algorithm can be derived under the
interpretation of bit probability. This forms the basis of the new
2b-SC algorithm developed in the next subsection.

B. Proposed 2b-SC Decoding Algorithm

Section III.A discusses the general computation unit of
Fig. 3(c). In this subsection, we focus on those units on the
leftmost side (the last stage) of Fig. 3(c), which compute the
decoded bits and (see Fig. 4). One of these units
is highlighted with dotted rectangular line at the top left of
Fig. 3(c).
According to (3), the value of and depend not only

on their LR values, but also on whether they are frozen bits or
not. Therefore, since or can be either a free or frozen
bit, we discuss four possible cases based on different frozen
conditions of and .
Case-1: None of or Is a Frozen Bit: In this case,

since none of or is frozen, its value is completely de-
termined by the probability that it is 0 or 1. Therefore, according
to (17), (18), (20), (21), the probabilities of different combina-
tions of and can be expressed as follows:

(24)

Recall that in the SC algorithm, the value of the unfrozen
bit is determined by comparing and
. Equation (24) describes the joint probabilities of different

combinations of and and is the key to decoding two
successive bits. Thus, and can be directly determined

by finding the largest one among the four joint probabilities in
(24).
The above hypothesis leads to two benefits. First, since a pair

of bits, instead of a single bit, is determined each time, one clock
cycle is saved. Considering the whole decoding procedure, this
approach reduces the latency by 25%. Second, because we only
need to find the largest one among four probabilities, the hard-
ware complexity will be much less than that of the original and
nodes. In summary, if the validity of the proposed approach

can be verified, it will improve the hardware performance with
respect to both latency and hardware complexity.
Motivated by the potential advantage of this hypothesis, we

explore its validity. Fortunately, the proposed hypothesis is
proved to be valid, and it can be verified that the decoded bit
values determined by this approach are strictly equal to the
outputs from the conventional SC algorithm. Therefore, we
formalize this hypothesis to a proposition as follows:
Proposition 1: For arbitrary polar codes, assume the largest

joint probability in (24) is , and unfrozen decoded bits
output from the original SC algorithm are and . Then

and .
Proof: This proposition is proved in the Appendix.

As mentioned in the above paragraph, since the proposed
hypothesis has been proved, we can obtain a fast approach to
simultaneously determine unfrozen and : Given the
probabilities of and , once the largest joint probability
in (24) is found, and are immediately determined as

and .
In practical applications, likelihood ratio, instead of prob-

ability, is used for representing soft information. Therefore,
the probability-based equation (24) needs to be transformed to
LR-based form:

(25)

To avoid potential overflow and reduce computation com-
plexity, (25) is further transformed to the logarithm domain:

(26)

In the remainder of this paper, we will use LLR-based (26) to
describe the new algorithm and its hardware architectures.
Case-2: Both and are Frozen Bits: In this case,

since both of these two bits are frozen, their values can be im-
mediately determined as 0.
Case-3: Only Is Frozen Bit: When is frozen,

. Then, according to (23), we have

(27)

Under the representation of LLR, (27) becomes

(28)
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Therefore, the decision scheme for and in this case
is

(29)

Case-4: Only Is Frozen Bit: When is frozen bit,
. According to (16), we have

(30)

Under the representation of LLR, (30) becomes

(31)

With min-sum approximation, we have:

(32)

Therefore, decision scheme for and in this case is

(33)

Summarizing the above four cases, it can be seen that
and can always be determined at the same time. This leads
to the decision scheme (Scheme-A) for the last stage of SC de-
coding.
With the proposed reformulated scheme, the corresponding

2b-SC algorithm can be developed. Fig. 5 shows the corre-
sponding 2b-SC decoding procedure with the same polar
code in Fig. 2. Compared with the conventional SC scheme
in Fig. 2, the proposed 2b-SC algorithm replaces the and
nodes at stage-3 with new nodes. The node, whose function
is described in the above Scheme-A, can output the successive

and at the same time. Therefore, the overall latency
is reduced. For example, the original latency of 14 cycles in
Fig. 2 is now reduced to 10 cycles in Fig. 5. Tables I and II
describe the timing information of the conventional SC and
2b-SC algorithms in detail. The original SC algorithm requires

cycles in stage-3 to output and . By employing
nodes to compute the decoded bits, cycles are

saved by the 2b-SC algorithm. In general, compared with the
original SC algorithm, the overall latency of 2b-SC algorithm
is reduced from to .

Scheme A: Reformulation for last stage (stage- )
computation in SC decoding

1: Input: Log - Likelihood ratios and
from stage-

2: Judge and are frozen bits or not
3: Case1: None of or is a frozen bit

Fig. 5. The decoding procedure of 2b-SC algorithm with .

4: Find the largest element among

5: If the largest element is

6: If the largest element is
7: If the largest element is

8: If the largest element is

9: Case2: Both and are frozen bits
10:
11: Case3: Only is frozen bit
12:

13:

14: Case4: Only is frozen bit

15:

16:
17: Output:

IV. HARDWARE ARCHITECTURES OF 2B-SC DECODER

In this section, three hardware architectures of the new 2b-SC
algorithm are presented. According to Fig. 5, the overall 2b-SC
decoder mainly consists of three types of processing nodes:
and nodes. Besides these nodes, a simple partial sum gener-
ator (PSG) is also needed to generate partial sum . Since
PSG block is similar to polar encoder with simple architecture,
therefore in this section we focus on the architectures of and
nodes.

A. Processing Element (PE) for and Nodes

As shown in Fig. 5, nodes are used in stage- , and
and nodes are used in other stages to calculate the propa-
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TABLE I
DECODING SCHEME OF CONVENTIONAL SC [11] FOR POLAR CODE

TABLE II
DECODING SCHEME OF 2B-SC ALGORITHM FOR POLAR CODE

Fig. 6. The architecture of PE for and nodes.

gated LLR values. For simplicity of hardware design, the func-
tions of and nodes are always implemented by unified pro-
cessing elements (PEs) [11], [12]. Fig. 6 shows the architec-
ture of this PE based on the LLR version of (16) and (23) with
min-sum approximation. Here S2C is the block that performs
the conversion from sign-magnitude form to 2’s complement
form, while C2S unit carries out the inverse conversion. Addi-
tionally, adder and subtractor are employed to carry out addi-
tion and subtraction between the two inputs. The corresponding
sum and difference are selected by the partial sum signal
from the PSG block. Finally, at the output end of the PE, control
signal is used to determine the output as or ,
which is propagated to the next stage. In summary, the archi-
tecture shown in Fig. 6 mainly consists of one comparator-se-
lector, one adder, one subtractor, two multiplexers, two C2S and
two S2C blocks. Accordingly, the critical path delay of PE is

.

B. Node

In Scheme-A, the decision scheme in node has been de-
scribed based on the LLR representation. To implement its func-
tion, a straightforward approach is to employ a sorting circuit
and a signed adder. However, this method is too complex and is
not hardware-efficient. After careful examination of Scheme-A,
we observe that the node can be implemented with a very
simple method, which is described as below.

First, since the function of node depends on the frozen con-
ditions of and , signals frozen1 and frozen2 are in-
troduced to indicate whether and are frozen bits or
not. If is frozen, frozen1 will be 1, otherwise 0. Similarly,
frozen2 will be 1 or 0 when is frozen or not. Secondly, the
sign bits of and are employed for simplifying
computations. Denoted as and
these sign bits will be, respectively, 0 or 1 when the corre-
sponding LLR values are non-negative or negative. Further-
more, the comp signal, which is the result of comparison be-
tween absolute value of and is also employed.
When comp will be 1, otherwise 0. Ac-
cordingly, with the above five signals, we can obtain the truth
table shown in Table III for and based on Scheme-A.
Then, with the help of above truth table, Boolean expression

of and can be derived as follows:

(34)

(35)

Based on the (34), (35), a hardware architecture of the node
with -bit quantization is shown in Fig. 7. Here and

are represented in sign-magnitude (SM) form, and they
are output from the and nodes in stage- . In addition,
since the frozen conditions of and have been pre-
determined before the transmission, signals frozen1 and frozen2
can be easily obtained from the control unit.
It can be seen that the circuit of node in Fig. 7 is much sim-

pler than that of the PE in Fig. 6. This leads to two benefits. First,
since all the and nodes in stage- are replaced by nodes,
the hardware complexity of stage- in 2b-SC decoder (Fig. 5)
is less than the original SC decoder (Fig. 2). Second, because the
critical path delay of node is only ,
which is much shorter than that of the PE, the latency can be
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TABLE III
THE TRUTH TABLE OF P NODE

further reduced from to as discussed in
Section IV.D.

C. Overall Architecture for 2b-SC Decoder

Based on the circuits of the PE and the node in Figs. 6 and
7, respectively, the overall 2b-SC decoder can be constructed
as a butterfly-like architecture (Fig. 5). However, this straight-
forward design is not hardware-efficient. For the architecture in
Fig. 5, at least half of nodes in each stage are always idle during
decoding procedure. Therefore, in order to increase hardware
utilization, two types of architectures, referred as tree-based and
line-based architectures [11], [13], are usually used to construct
overall SC decoder. In this paper we develop our 2b-SC decoder
with these two approaches as well.
Fig. 8 shows the architecture of a tree-based 2b-SC decoder

with . In this design, when a particular stage is activated,
all the nodes in that stage are activated. Therefore, a total of

PEs and a single node are needed.
One of the disadvantages of the tree-based architecture is that

only the activated stage can achieve 100% hardware utilization
in each cycle. Considering the waste of idle resource, line-based
2b-SC architecture, which merges stages into a single
stage, is illustrated in Fig. 9. In this figure, the numbers associ-
ated with the switches indicate the time index when the switches
will be turned on. Compared with the tree-based architecture,
the line-based architecture is attractive for moderate-speed ap-
plications due to its low hardware cost and better hardware uti-
lization efficiency.
Besides the aforementioned tree-based and line-based archi-

tectures, overlapped architecture [11] and semi-parallel archi-
tecture [12] are two other types of architectures. In [11], the
overlapped architecture was proposed to process multiple code-
word to overcome the hardware underutilization of the tree-
based architecture. The disadvantage of the overlapped archi-
tecture is the need for extra register/memory resource. In [12],
the semi-parallel architecture was proposed to achieve low com-
plexity by using fewer PEs. As a result, the hardware utilization
is improved at the expense of increasing decoding latency.

As a general latency-reducing approach, the proposed 2b-SC
decoding scheme can also be applied to the overlapped archi-
tecture in [11] and semi-parallel architecture in [12]. Similar to
tree-based and line-based 2b-SC architectures, the 2b-SC ver-
sion of overlapped and semi-parallel architectures can be easily
developed by replacing the original last stage with our proposed
node. Therefore, in this paper the 2b-SC designs based on

overlapped and semi-parallel architectures are not discussed in
detail.

D. 2b-SC-Overlapped-Scheduling Architecture

In Section IV.B, it is observed that the node has shorter
critical path than the PE and this can be exploited to reduce the
overall latency to . This subsection explains the reason for
this reduction and then develops the corresponding architecture,
referred as 2b-SC-Overlapped-scheduling architecture.
As illustrated in Fig. 5, after node computes current

and in the next cycle, the node, instead of node, will be
activated each time. The decoding sequence between these two
nodes is illustrated in Fig. 10(a), and its example timing chart
for hardware architecture is shown in Fig. 10(b). First it takes

for node to compute and (see
Fig. 7), and then the PSG block will use these two bits to calcu-
late . Finally is input to the PE for the computation
of the node (see Fig. 6). Note that here the critical path delay
of the PSG block is always . This is because the compu-
tation of can be executed in a recursive manner. For ex-
ample, in order to compute because
and have been obtained and has been computed

and stored in the PSG block in the previous cycle, only two ex-
clusive-or operations are needed to obtain from and
.
After a careful examination of the decoding sequence

in Fig. 10(a), it is found that the computations of and
nodes can be overlapped. The new decoding sequence with
overlapped scheduling [15] is shown in Fig. 10(c). Here the
computations of the and nodes are carried out in the
same clock cycle; therefore, one cycle can be saved each
time. The validity of the proposed overlapped scheduling
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Fig. 7. The architecture of node.

Fig. 8. The tree-based 2b-SC architecture with .

is shown in Fig. 10(d). The arrival time of for PE is
, which is much less than its maximum

allowable arrival time (according to
Fig. 6). For example, with 5-bit quantization and FreePDK 45
nm standard CMOS technology, synthesis results show that

ns while
is only 0.5417 ns. Therefore, the overlapped computation of
node and node in the PE can be accurately carried out

without timing conflict. Considering node is activated for
0.5 cycles, this overlapped scheduling approach reduces the
overall latency to - . Table IV
shows a scheme of the 2b-SC-Overlapped-scheduling decoder
for polar code. Based on this scheme, the corresponding
tree-based and line-based architectures can also be easily de-
rived from Fig. 8 and Fig. 9 by removing the registers between
the node and the PSG block.

Fig. 9. The line-based 2b-SC architecture with .

E. 2b-SC-Precomputation Architecture

In [13], precomputation technique [16]–[18] was exploited
to reduce the overall latency of the original SC algorithm. The
essential idea of this method is to merge the computation of
and nodes in the same stage. Table V shows a schedule of the
SC-Precomputation decoding scheme. In each clock cycle, the
computations of and nodes are carried out at the same time.
As a result, the overall latency is 50% less than that of the con-
ventional scheme in Table I. Moreover, in order to implement
the precomputation scheme, [13] proposed to employ merged
PEs (see Fig. 11). Different from conventional 2-input 1-output
PE (Fig. 6), this modified 2-input 3-output PE can calculate the
exact output of node and 2 output candidates of node at the
same time. The valid output of the node is selected and prop-
agated to the next stage when corresponding is available.
For details of the SC-Precomputation algorithm and architec-
ture, the reader is referred to [13].
Although SC-Precomputation decoder in [13] has saved half

of the clock cycles, with the help of the reformulation ( node)
of the last stage in Section III.B, further reduction on latency can
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Fig. 10. (a) Original 2b-SC decoding sequence between and nodes. (b) Example timing chart for original decoding scheme. (c) Decoding sequence between
node and node in PE after overlapped scheduling. (d) Example timing chart after overlapped scheduling.

TABLE IV
OVERLAPPED SCHEDULING OF 2B-SC FOR POLAR CODE

TABLE V
DECODING SCHEMES OF SC-PRECOMPUTATION [13] FOR POLAR CODE

Fig. 11. The architecture of merged PE for SC-Precomputation decoding in
[13].

be obtained. Recall that the function of the node is to output 2
bits in one cycle; therefore, the merged computations for and
nodes in the last stage of SC-Precomputation scheme (Table V)
can be completely replaced by the node. In addition, since
the critical path of the node is short, the computation of

node in adjacent cycles can be merged into one cycle. Table VI
shows the example decoding scheme of this 2b-SC-Precompu-
tation decoder. Based on this new scheme, the overall latency is
further reduced from to .
When merging two successive computations of nodes into

one cycle, a potential problem is the increase of critical path
delay. Because the longest data path between two successive
computations of nodes is longer than that in the merged PE in
Fig. 11, a straightforward implementation of the merge opera-
tion will increase the critical path delay. To solve this problem,
look-ahead technique [17], [18] is applied to the last stage. An
example of this reformulation is illustrated in Fig. 12. By using
look-ahead technique, the critical path of the last stage is re-
duced from in Fig. 12(a) to

in Fig. 12(b), which is smaller than the
longest path delay in the PE. The validity of this assumption has
been verified by synthesis results. With 5-bit quantization and
45 nm technology, ns
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TABLE VI
DECODING SCHEMES OF 2B-SC-PRECOMPUTATION BEFORE LOOK-AHEAD REFORMULATION FOR POLAR CODE

Fig. 12. (a) Original design for two successive computations of nodes in the last stage (stage- ). (b) Look-ahead reformulation.

TABLE VII
DECODING SCHEMES OF 2B-SC-PRECOMPUTATION AFTER LOOK-AHEAD REFORMULATION FOR POLAR CODE

TABLE VIII
HARDWARE COMPARISON OF DIFFERENT TREE-BASED AND LINE-BASED SC DECODERS

while is about 0.9539 ns. Therefore, the critical path delay
of overall 2b-SC-Precomputation decoder will be the same as
that of the SC-Precomputation decoder. Table VII shows the
example decoding scheme of 2b-SC-Precomputation after look-
ahead reformulation.

V. HARDWARE ANALYSIS AND COMPARISON

In this section, we analyze hardware performance of the pro-
posed 2b-SC architectures and compare them with the state-of-
the-art designs. Tables VIII shows the required hardware re-
source, latency and throughput of different polar tree-
based and line-based SC architectures, respectively. In this table
all the list designs are assumed to be constructed based on the

same PE with -bit quantization scheme. Notice that non-uni-
form quantization scheme similar to those in [20], [22] can be
used to achieve smaller word length.
From Table VIII it can be seen that that the normalized

throughput of the 2b-SC, 2b-SC-Overlapped-scheduling,
2b-SC-Precomputation decoders are 1.33, 2, and 2.67, re-
spectively, where these are normalized to the SC decoder
in [11]. Compared with SC design in [11], the 2b-SC and
2b-SC-Overlapped-scheduling decoders have much shorter
decoding latency. Since the critical path remains the same,
this reduction in latency can lead to increased throughput.
Meanwhile, unlike SC-Precomputation decoders [13], the
2b-SC and 2b-SC-Overlapped-scheduling decoders succeed in
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TABLE IX
IMPLEMENTATION RESULTS OF DIFFERENT (1024, 512) SC DECODERS WITH 5-BIT QUANTIZATION

reducing latency without requiring any extra registers. There-
fore, these two decoders maintain low complexity. Besides, by
applying precomputation technique to the 2b-SC design, the
latency of the 2b-SC-Precomputation architecture is reduced to

. To the best of our knowledge, this is the shortest
decoding latency among all known SC decoders. Since node
occupies very small area of the whole decoder % , the
proposed 2b-SC-Precomputation decoder has about 30% higher
normalized throughput than the SC-Precomputation decoder in
[13] with the same complexity.
Additionally, in order to demonstrate the advantage of the

proposed architectures, we have implemented our designs for
polar (1024, 512) code with Verilog HDL. Here tree-based
2b-SC-Precomputation architecture is selected for implemen-
tation. After developing the RTL models, we synthesize our
decoders with FreePDK 45 nm standard CMOS library by
using Synopsys Design Complier.
Table IX lists the implementation results of reported polar

(1024, 512) SC decoders. Notice that [19] used a speculative
method to achieve 2 bits output in one cycle. Compared with the
hardware-based method in [19], our proposed 2b-SC approach
is more general since it reformulates the algorithm. As a re-
sult, this reformulation reduces the critical path of the last stage,
and then enables the reduced-latency 2b-SC-Overlapped-sched-
uling and 2b-SC-Precomputation architectures.
From Table IX it can be seen that our design can achieve at

least twice reduction in latency as well as 4 times increase in
throughput. When scaling to the same technology (45 nm), the
technology scaled normalized throughput (TSNT) metric, de-
fined as throughput per Kgate, increases by at least 40% for our
design. Notice that the designs in [12], [19] are based on semi-
parallel architecture while our design is based on tree architec-
ture. If the proposed 2b-SC-Precomputation design is also im-
plemented on the same low-complexity semi-parallel architec-
ture, the advantage of our design on hardware performance will
be further improved. We estimate that the semi-parallel-based
2b-SC, 2b-SC with overlapped scheduling and 2b-SC-Precom-
putation decoders require latencies of around and
with area overhead of 0, 0, and 40%, respectively. Therefore,
these architectures offer the throughput/area advantages by fac-
tors 1.33, 2 and 1.92, respectively, as compared to semi-parallel
architecture in [12].
Due to the generality of 2b-SC decoding scheme, it can be

widely applied to current and future SC decoders, independent

of the design of the and nodes. In summary, the proposed
2b-SC decoding algorithm and architectures are very attractive
for hardware implementations of low-latency SC decoders.

VI. CONCLUSION

In this paper, a novel reformulation for the last stage of the
SC decoding is proposed. Based on this reformulation, a re-
duced-latency 2b-SC decoding algorithm is presented. In addi-
tion, with the use of overlapped scheduling and precomputation
approaches, the decoding latency of 2b-SC design is further re-
duced. Analysis shows that the proposed 2b-SC architectures
have significant advantages with respect to both throughput and
hardware efficiency. Future work will be directed towards de-
sign of polar list decoders using our proposed 2-bit decoding
approach.

APPENDIX

To prove and , we show that
corresponds to the largest probability among P(00), P(01), P(10)
and P(11). Since and can be either 0 or 1, we discuss
four possible cases:
Case A-1: and : Recall that and

are the outputs from the SC algorithm. Therefore, according to
(3), when .
According to (3), (16),

Thus,

(A1)

Now we show that the largest probability must be
or .

Proposition-A1: Given (A1), among
and , the largest probability must be or

.
Proof: If is not or , without loss of

generality, assume is .
Since is the largest probability, and the sum of
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and is equal to some non-negative value ,
then we have:

(A2)

Similarly, we can get:

(A3)

where is the non-negative sum of and .
Recall that for (A1):

(A4)

However, with (A2) and (A3) we know that
which contradicts (A4). Therefore,

can not be . Similarly, it can be proved that
can not be . Therefore, must be or .
After proving the above proposition-A1, we now show

must be larger than . Since and ,
according to (3), (23), we can get

(A5)

Since it has been proved that must be or ,
then with (A5), we have .
Case A-2: and : Similar to the case A-1,

when must be or .
For and , according to (3), (23), we can

obtain

(A6)

Since must be or , in this case,
.

Case A-3: and : When , ac-
cording to (3), (16), we have

(A7)

Similar to the proof of proposition-A1, it is easy to prove:
From (A7) the must be or

.
Then, consider , with (23), we can obtain that

Therefore, .
Case A-4: and : Similar to the case A-3,

when must be or .
For and , according to (3), (23), we can

obtain

Hence the largest probability
.

Summarizing the above four cases, we can conclude that
holds all the time. Therefore,

and . Thus, proposition 1 is proved.
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