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Abstract— As technology shrinks, the power dissipated by the
links of a network-on-chip (NoC) starts to compete with the
power dissipated by the other elements of the communication
subsystem, namely, the routers and the network interfaces (NIs).
In this paper, we present a set of data encoding schemes aimed
at reducing the power dissipated by the links of an NoC. The
proposed schemes are general and transparent with respect to the
underlying NoC fabric (i.e., their application does not require any
modification of the routers and link architecture). Experiments
carried out on both synthetic and real traffic scenarios show the
effectiveness of the proposed schemes, which allow to save up
to 51% of power dissipation and 14% of energy consumption
without any significant performance degradation and with less
than 15% area overhead in the NI

Index Terms— Coupling switching activity, data encoding,
interconnection on chip, low power, network-on-chip (NoC),
power analysis.

I. INTRODUCTION

HIFTING from a silicon technology node to the next one
S results in faster and more power efficient gates but slower
and more power hungry wires [1]. In fact, more than 50%
of the total dynamic power is dissipated in interconnects in
current processors, and this is expected to rise to 65%—-80%
over the next several years [2]. Global interconnect length does
not scale with smaller transistors and local wires. Chip size
remains relatively constant because the chip function continues
to increase and RC delay increases exponentially. At 32/28 nm,
for instance, the RC delay in a 1-mm global wire at the
minimum pitch is 25x higher than the intrinsic delay of a
two-input NAND fanout of 5 [1].

If the raw computation horsepower seems to be unlimited,
thanks to the ability of instancing more and more cores in a
single silicon die, scalability issues, due to the need of making
efficient and reliable communication between the increasing
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number of cores, become the real problem [3]. The network-
on-chip (NoC) design paradigm [4] is recognized as the most
viable way to tackle with scalability and variability issues that
characterize the ultradeep submicronmeter era.

Nowadays, the on-chip communication issues are as relevant
as, and in some cases more relevant than, the computation-
related issues [4]. In fact, the communication subsystem
increasingly impacts the traditional design objectives, includ-
ing cost (i.e., silicon area), performance, power dissipation,
energy consumption, reliability, etc. As technology shrinks,
an ever more significant fraction of the total power budget
of a complex many-core system-on-chip (SoC) is due to the
communication subsystem.

In this paper, we focus on techniques aimed at reducing
the power dissipated by the network links. In fact, the power
dissipated by the network links is as relevant as that dissipated
by routers and network interfaces (NIs) and their contribution
is expected to increase as technology scales [5]. In particular,
we present a set of data encoding schemes operating at flit
level and on an end-to-end basis, which allows us to mini-
mize both the switching activity and the coupling switching
activity on links of the routing paths traversed by the packets.
The proposed encoding schemes, which are transparent with
respect to the router implementation, are presented and dis-
cussed at both the algorithmic level and the architectural
level, and assessed by means of simulation on synthetic and
real traffic scenarios. The analysis takes into account several
aspects and metrics of the design, including silicon area, power
dissipation, and energy consumption. The results show that by
using the proposed encoding schemes up to 51% of power
and up to 14% of energy can be saved without any significant
degradation in performance and with 15% area overhead in
the NI.

The rest of this paper is organized as follows. We briefly
discuss related works in Section II, while Section III presents
an overview of the proposed data encoding schemes. The
proposed data encoding schemes along with possible hardware
implementations and their analysis are described in Section IV.
In Section V, the results for the hardware overhead, power and
energy savings, and performance reduction of the proposed
data encoding schemes are compared with those of other
approaches. Finally, this paper is concluded in Section VI.

II. RELATED WORKS AND CONTRIBUTIONS

In the next several years, the availability of chips with 1000
cores is foreseen [6]. In these chips, a significant fraction of
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the total system power budget is dissipated by interconnection
networks. Therefore, the design of power-efficient intercon-
nection networks has been the focus of many works published
in the literature dealing with NoC architectures. These works
concentrate on different components of the interconnection
networks such as routers, NIs, and links. Since the focus of this
paper is on reducing the power dissipated by the links, in this
section, we briefly review some of the works in the area of link
power reduction. These include the techniques that make use
of shielding [7], [8], increasing line-to-line spacing [9], [10],
and repeater insertion [11]. They all increase the chip area. The
data encoding scheme is another method that was employed
to reduce the link power dissipation. The data encoding
techniques may be classified into two categories. In the first
category, encoding techniques concentrate on lowering the
power due to self-switching activity of individual bus lines
while ignoring the power dissipation owing to their coupling
switching activity. In this category, bus invert (BI) [12] and
INC-x0R [13] have been proposed for the case that random
data patterns are transmitted via these lines. On the other
hand, gray code [14], TO [15], working-zone encoding [16],
and TO-XOR [17] were suggested for the case of correlated
data patterns. Application-specific approaches have also been
proposed [18]-[22].

This category of encoding is not suitable to be applied in
the deep submicronmeter technology nodes where the coupling
capacitance constitutes a major part of the total interconnect
capacitance. This causes the power consumption due to the
coupling switching activity to become a large fraction of
the total link power consumption, making the aforementioned
techniques, which ignore such contributions, inefficient [23].
The works in the second category concentrate on reduc-
ing power dissipation through the reduction of the cou-
pling switching [10], [22]-[30]. Among these schemes [10],
[24]-[28], the switching activity is reduced using many extra
control lines. For example, the data bus width grows from
32 to 55 in [24]. The techniques proposed in [29] and [30]
have a smaller number of control lines but the complexity of
their decoding logic is high. The technique described in [29]
is as follows: first, the data are both odd inverted and even
inverted, and then transmission is performed using the kind of
inversion which reduces more the switching activity. In [30],
the coupling switching activity is reduced up to 39%. In this
paper, compared to [30], we use a simpler decoder while
achieving a higher activity reduction.

Let us now discuss in more detail the works with which
we compare our proposed schemes. In [12], the number of
transitions from O to 1 for two consecutive flits (the flit
that just traversed and the one which is about to traverse
the link) is counted. If the number is larger than half of
the link width, the inversion will be performed to reduce
the number of O to 1 transitions when the flit is trans-
ferred via the link. This technique is only concerned about
the self-switching without worrying the coupling switching.
Note that the coupling capacitance in the state-of—the-art
silicon technology is considerably larger (e.g., four times)
compared with the self-capacitance, and hence, should be con-
sidered in any scheme proposed for the link power reduction.

TABLE I
EFFECT OF ODD INVERSION ON CHANGE OF TRANSITION TYPES
Time Normal Odd Inverted
Type 1 Types II, III, and IV
t—100, 11|00, 11, 01, 10|01, 10| 00, 11 |00, 11, 01, 10| 01, 10
t |10, 0101, 10, 00, 11 |11, 00 | 11,00 |00, 11, 01, 10| 10, 01
T1* T1#* T1#*%* | Type 111 Type IV Type 11
F1 Type 11 Type 1
; 01, 10 01, 10
10, 01 11, 00
f1 Type III Type 1
00, 11 00, 11
! 11, 00 10, 01
f1 Type IV Type 1
00, 11, 01, 10 00, 11, 01, 10
! 00, 11, 01, 10 01, 10, 00, 11

In addition, the scheme was based on the hop-by-hop tech-
nique, and therefore, encoding/decoding is performed in each
node.

The scheme presented in [26] dealt with reducing the
coupling switching. In this method, a complex encoder counts
the number of Type I (Table I) transitions with a weighting
coefficient of one and the number of Type II transitions with
the weighting coefficient of two. If the number is larger
than half of the link width, the inversion will be performed.
In addition to the complex encoder, the technique only works
on the patterns whose full inversion leads to the link power
reduction while not considering the patterns whose full inver-
sions may lead to higher link power consumption. Therefore,
the link power reduction achieved through this technique is
not as large as it could be. This scheme was also based on the
hop-by-hop technique.

In another coding technique presented in [25], bunches of
four bits are encoded with five bits. The encoded bits were
isolated using shielding wires such that the occurrence of
the patterns “101” and “010” were prevented. This way, no
simultaneous Type II transitions in two adjacent pair bits
are induced. This technique effectively reduces the coupling
switching activity. Although the technique reduces the power
consumption considerably, it increases the data transfer time,
and, hence, the link energy consumption. This is due to the fact
that for each four bits, six bits are transmitted which increases
the communication traffic. This technique was also based on
the hop-by-hop approach.

A coding technique that reduces the coupling switching
activity by taking the advantage of end-to-end encoding for
wormbhole switching has been presented in [23]. It is based on
lowering the coupling switching activity by eliminating only
Type 1II transitions.

In this paper, we present three encoding schemes.
In Scheme I, we focus on reducing Type I transitions while
in Scheme II, both Types I and II transitions are taken into
account for deciding between half and full invert, depending
the amount of switching reduction. Finally, in Scheme III,
we consider the fact that Type I transitions show different
behaviors in the case of odd and even inverts and make the
inversion which leads to the higher power saving.
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III. OVERVIEW OF THE PROPOSAL

The basic idea of the proposed approach is encoding the flits
before they are injected into the network with the goal of min-
imizing the self-switching activity and the coupling switching
activity in the links traversed by the flits. In fact, self-switching
activity and coupling switching activity are responsible for link
power dissipation. In this paper, we refer to the end-to-end
scheme. This end-to-end encoding technique takes advantage
of the pipeline nature of the wormhole switching technique [4].
Note that since the same sequence of flits passes through all
the links of the routing path, the encoding decision taken at
the NI may provide the same power saving for all the links.
For the proposed scheme, an encoder and a decoder block are
added to the NI. Except for the header flit, the encoder encodes
the outgoing flits of the packet such that the power dissipated
by the inter-router point-to-point link is minimized [23].

IV. PROPOSED ENCODING SCHEMES

In this section, we present the proposed encoding scheme
whose goal is to reduce power dissipation by minimizing the
coupling transition activities on the links of the interconnection
network. Let us first describe the power model that contains
different components of power dissipation of a link. The
dynamic power dissipated by the interconnects and drivers is

P =[To1 (Cs + C) + T.C.] V3 Fex (1)

where Ty_.; is the number of 0 — 1 transitions in the
bus in two consecutive transmissions, 7. is the number of
correlated switching between physically adjacent lines, Cs is
the line to substrate capacitance, C; is the load capacitance,
C. is the coupling capacitance, Vyq is the supply voltage, and
Fy is the clock frequency. One can classify four types of
coupling transitions as described in [26]. A Type I transition
occurs when one of the lines switches when the other remains
unchanged. In a Type II transition, one line switches from low
to high while the other makes transition from high to low.
A Type III transition corresponds to the case where both lines
switch simultaneously. Finally, in a Type IV transition both
lines do not change.

The effective switched capacitance varies from type to type,
and hence, the coupling transition activity, T, is a weighted
sum of different types of coupling transition contributions [26].
Therefore

T. =K1\ + KoTr + K3T3 + K4 Ty (2)

where 7; is the average number of Type i transition and
K; is its corresponding weight. According to [26], we use
Ki =1, K = 2, and K3 = K4 = 0. The occurrence
probability of Types I and II for a random set of data is
1/2 and 1/8, respectively. This leads to a higher value for
K1T1 compared with K>7» suggesting that minimizing the
number of Type I transition may lead to a considerable power
reduction. Using (2), one may express (1) as

P =[To1 (Cs + C1) + (T1 +2T2) Cc 1 VigFek.  (3)
According to [3], C; can be neglected
P xTyp1Cs + (Th +2T7) Ce. 4)

Here, we calculate the occurrence probability for different
types of transitions. Consider that flit (# — 1) and flit (¢) refer
to the previous flit which was transferred via the link and
the flit which is about to pass through the link, respectively.
We consider only two adjacent bits of the physical channel.
Sixteen different combinations of these four bits could occur
(Table I). Note that the first bit is the value of the generic ith
line of the link, whereas the second bit represents the value
of its (i 4+ 1)th line. The number of transitions for Types I, II,
I, and IV are 8, 2, 2, and 4, respectively. For a random
set of data, each of these sixteen transitions has the same
probability. Therefore, the occurrence probability for Types I,
II, I, and IV are 1/2, 1/8, 1/8, and 1/4, respectively. In the
rest of this section, we present three data encoding schemes
designed for reducing the dynamic power dissipation of the
network links along with a possible hardware implementation
of the decoder.

A. Scheme 1

In scheme I, we focus on reducing the numbers of Type I
transitions (by converting them to Types III and IV transi-
tions) and Type II transitions (by converting them to Type I
transition). The scheme compares the current data with the
previous one to decide whether odd inversion or no inversion
of the current data can lead to the link power reduction.

1) Power Model: If the flit is odd inverted before being
transmitted, the dynamic power on the link is

P o Ty + (Ki1T{ + K2 Ty + K3T3 + K4T;) Ce (5)

where Ty, T{, T;, T3, and T}, are the self-transition activity,
and the coupling transition activity of Types I, I, III, and IV,
respectively. Table I reports, for each transition, the relation-
ship between the coupling transition activities of the flit when
transmitted as is and when its bits are odd inverted. Data are
organized as follows. The first bit is the value of the generic
ith line of the link, whereas the second bit represents the value
of its (i + 1)th line. For each partition, the first (second) line
represents the values at time ¢ — 1 (t).

As Table I shows, if the flit is odd inverted, Types II, III,
and IV transitions convert to Type I transitions. In the case of
Type I transitions, the inversion leads to one of Types II, III, or
Type 1V transitions. In particular, the transitions indicated as
T}, T, and T{*** in the table convert to Types II, III, and IV
transitions, respectively. Also, we have To/—>1 = To-0(0dd) +
To—1(even) Where odd/even refers to odd/even lines. Therefore,
(5) can be expressed as

P x (T0—>O(odd) + TO—)l(even)) Cs
+[K1 (T +T3+Ta)+ Ko T+ K31 + K4 T 1Ce. - (6)

Thus, if P > P’, it is convenient to odd invert the flit
before transmission to reduce the link power dissipation. Using
(4) and (6) and noting that C./C; = 4 [26], we obtain the
following odd invert condition

1 1
ZTOM +T1+21 > 1 (To—0(0ddy + To—1(even))
+To + T3 + Ty + 2777,



678 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 22, NO. 3, MARCH 2014

W

Body flit : —4~ > X
—  w| E Z Body fit inv
W-1 bits 1 bit Y
W-1 bits 1 bit
Pervious | W
encoded
(a)
Xo X1 Xo Xw2 Xwa =0
Xo—» 7,
Xi 3 z
Ty —» JD—> !
X7,
i TQ >
Ty —>» = -
5 ;
[ é XZK'W, />—>sz71
Ty —>» eee
— L »7.
Yo Yi Y, Ywz Ywa=inv
(b)
Fig. 1. Encoder architecture scheme I. (a) Circuit diagram [27]. (b) Internal

view of the encoder block (E).

Also, since Tp—>1 = To—1(odd) + T0->1(even)» ONE may write

1 1
7 To—1(0dd) + T + 2T, > ZTOHO(odd) + T+ T3
+Ty 4 277 (7

which is the exact condition to be used to decide whether the
odd invert has to be performed. Since the terms Tp (odd)
and Tp0(oad) are weighted with a factor of 1/4, for link
widths greater than 16 bits, the misprediction of the invert
condition will not exceed 1.2% on average [23]. Thus, we can
approximate the exact condition as

Ti + 215 > T + T3 + Ty + 2T, (8)

Of course, the use of the approximated odd invert condition
reduces the effectiveness of the encoding scheme due to
the error induced by the approximation but it simplifies the
hardware implementation of encoder. Now, defining

To = T3+ Ty + T

and
Ty=T+T — T )

one can rewrite (8) as

Ty > T, (10)

Assuming the link width of w bits, the total transition between
adjacent lines is w — 1, and hence

Iy+Ti=w-—1 (11)
Thus, we can write (10) as
-1
Ty > (w2 ) (12)

This presents the condition used to determine whether the odd
inversion has to be performed or not.

2) Proposed Encoding Architecture: The proposed encod-
ing architecture, which is based on the odd invert condition
defined by (12), is shown in Fig. 1. We consider a link width
of w bits. If no encoding is used, the body flits are grouped
in w bits by the NI and are transmitted via the link. In
our approach, one bit of the link is used for the inversion
bit, which indicates if the flit traversing the link has been
inverted or not. More specifically, the NI packs the body
flits in w — 1 bits [Fig. 1(a)]. The encoding logic E, which
is integrated into the NI, is responsible for deciding if the
inversion should take place and performing the inversion if
needed. The generic block diagram shown in Fig. 1(a) is the
same for all three encoding schemes proposed in this paper
and only the block E is different for the schemes. To make
the decision, the previously encoded flit is compared with the
current flit being transmitted. This latter, whose w bits are the
concatenation of w — 1 payload bits and a “0” bit, represents
the first input of the encoder, while the previous encoded flit
represents the second input of the encoder [Fig. 1(b)]. The
w — 1 bits of the incoming (previous encoded) body flit are
indicated by X; (¥;),i =0, 1, ..., w — 2. The wth bit of the
previously encoded body flit is indicated by inv which shows
if it was inverted (inv = 1) or left as it was (inv = 0). In the
encoding logic, each Ty block takes the two adjacent bits of
the input flits (e.g., X1 X2Y1Y2, X2X3Y2Y3, X3X4Y3Yy, etc.)
and sets its output to “1” if any of the transition types of 7} is
detected. This means that the odd inverting for this pair of bits
leads to the reduction of the link power dissipation (Table I).
The T, block may be implemented using a simple circuit.
The second stage of the encoder, which is a majority voter
block, determines if the condition given in (12) is satisfied
(a higher number of 1s in the input of the block compared
to 0s). If this condition is satisfied, in the last stage, the
inversion is performed on odd bits. The decoder circuit simply
inverts the received flit when the inversion bit is high.

B. Scheme 11

In the proposed encoding scheme II, we make use of both
odd (as discussed previously) and full inversion. The full
inversion operation converts Type II transitions to Type IV
transitions. The scheme compares the current data with the
previous one to decide whether the odd, full, or no inversion
of the current data can give rise to the link power reduction.

1) Power Model: Let us indicate with P, P/, and P” the
power dissipated by the link when the flit is transmitted with
no inversion, odd inversion, and full inversion, respectively.
The odd inversion leads to power reduction when P’ < P”

and P’ < P. The power P” is given by [23]
P" o< Ty + 2T, (13)

Neglecting the self-switching activity, we obtain the condition
P’ < P” as [see (7) and (13)]

T+ T3 + Ty + 2177 < Th + 2T, (14)
Therefore, using (9) and (11), we can write
2(L - Tf) <2Ty —w+ 1. (15)
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Fig. 2. Encoder architecture Scheme II.

Based on (12) and (15), the odd inversion condition is obtained

as (w _ 1)
) .

2(L-T) <2y —w+1 Ty, > (16)
Similarly, the condition for the full inversion is obtained from
P” < P and P” < P’. The inequality P” < P is satisfied
when [23]

Ty > T}*. (17)

Therefore, using (15) and (17), the full inversion condition is
obtained as

2( =T >2Ty—w+1 T > T;* (18)

When none of (16) or (18) is satisfied, no inversion will be
performed.

2) Proposed Encoding Architecture: The operating prin-
ciples of this encoder are similar to those of the encoder
implementing Scheme I. The proposed encoding architecture,
which is based on the odd invert condition of (16) and the full
invert condition of (18), is shown in Fig. 2. Here again, the
wth bit of the previously and the full invert condition of (18)
is shown in Fig. 2. Here again, the wth bit of the previously
encoded body flit is indicated with inv which defines if it was
odd or full inverted (inv = 1) or left as it was (inv = 0).
In this encoder, in addition to the 7, block in the Scheme I
encoder, we have the 75 and 7;* blocks which determine if
the inversion based on the transition types 7> and T, should
be taken place for the link power reduction. The second stage
is formed by a set of 1s blocks which count the number of
1s in their inputs. The output of these blocks has the width of
log, w. The output of the top 1s block determines the number
of transitions that odd inverting of pair bits leads to the link
power reduction. The middle 1s block identifies the number
of transitions whose full inverting of pair bits leads to the link
power reduction. Finally, the bottom 1s block specifies the
number of transitions whose full inverting of pair bits leads
to the increased link power. Based on the number of 1s for
each transition type, Module A decides if an odd invert or full
invert action should be performed for the power reduction.

w
| Bodyfit v —A 2z _p
— W D X Body flit
W-1 bits 1 bit R
W-1 bits
Pervious W
decoded </
(@)
2% 7 7 2,2 Z
> Ty »|
(2 >
o Z.
s g
Tyl 2% Half Invert
= =
T Zy:
» ] Fuil Invert
R Ry R Ruz Rut
(b)
Fig. 3. Decoder architecture Scheme II. (a) Circuit diagram. (b) Internal

view of the decoder block (D).

For this module, if (16) or (18) is satisfied, the corresponding
output signal will become “1.” In case no invert action should
be taken place, none of the output is set to “1.” Module A
can be implemented using full-adder and comparator blocks.
The circuit diagram of the decoder is shown in Fig. 3. The
w bits of the incoming (previous) body flit are indicated by
Zi (Ri),i =0,1,...,w — 1. The wth bit of the body flit is
indicated by inv which shows if it was inverted (inv = 1) or
left as it was (inv = 0). For the decoder, we only need to
have the T, block to determine which action has been taken
place in the encoder. Based on the outputs of these blocks,
the majority voter block checks the validity of the inequality
given by (12). If the output is “0” (“1”) and the inv = 1,
it means that half (full) inversion of the bits has been per-
formed. Using this output and the logical gates, the inversion
action is determined. If two inversion bits were used, the
overhead of the decoder hardware could be substantially
reduced.

C. Scheme III

In the proposed encoding Scheme III, we add even inversion
to Scheme II. The reason is that odd inversion converts some
of Type I (T;***) transitions to Type II transitions. As can
be observed from Table II, if the flit is even inverted, the
transitions indicated as 7} /7;"** in the table are converted
to Type IV/Type III transitions. Therefore, the even inversion
may reduce the link power dissipation as well. The scheme
compares the current data with the previous one to decide
whether odd, even, full, or no inversion of the current data
can give rise to the link power reduction.

1) Power Model: Let us indicate with P’, P”, and P the
power dissipated by the link when the flit is transmitted with
no inversion, odd inversion, full inversion, and even inversion,
respectively. Similar to the analysis given for Scheme I,
we can approximate the condition P <Pas

Ty +2T> > Tr 4+ T3 + Ty + 2T} (19)
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TABLE II
EFFECT OF EVEN INVERSION ON CHANGE OF TRANSITION TYPES

Time Normal Even Inverted
Type 1 Types II, III, and IV
t—1]01,10(00, 11, 01, 10{00, 11| 01, 10 |00, 11, 01, 10| 00, 11
t |00, 11]10, 01, 11, 00|01, 10| 10, 01 |00, 11, 01, 10| 11, 00
T1* T1#* T1*** | Type II| Type IV  |Type III
F1 Type II Type I
; 01, 10 01, 10
10, 01 00, 11
f1 Type III Type 1
; 00, 11 00, 11
11, 00 01, 10
f1 Type IV Type 1
00, 11, 01, 10 00, 11, 01, 10
! 00, 11, 01, 10 10, 01, 11, 00
Defining
T,=T+T — T} (20)
we obtain the condition P” < P as
r,>®-b @1

2
Similar to the analysis given for scheme II, we can approxi-
.. "
mate the condition P < P’ as

T+ T3+ Ty + 2T < To+ T3 + Ty + 2777, (22)
Using (9) and (20), we can rewrite (22) as
T, > Ty. 23)

Also, we obtain the condition P” < P” as [see (13) and (19)]

T+ T3+ Ty + 217 < Ty + 214 24)
Now, define
Tr:]-‘3‘1‘]-‘4"‘]—‘{‘<
and
T,=T+T —T;. (25)

Assuming the link width of w bits, the total transition between
adjacent lines is w — 1, and hence

T.+ T, =w-—1. (26)
Using (26), we can rewrite (24) as
2(T = T) <2T, —w + 1. 27)

. . . ua
The even inversion leads to power reduction when P < P,

ua

P" < P, and P” < P”. Based on (21), (23), and (27), we
obtain

—1
Te>(w2 ) LT, 2Ty TP < 2T — wil.
(28)
The full inversion leads to power reduction when
P’ < P,P" < P/, and P’ < P . Therefore, using

(18) and (27), the full inversion condition is obtained as
2(n -1 > 2Ty —w+1, (T2 > T})

2(L—T%) > 2T, —w + 1. (29)

Xo Xi X Xur=0X=0
X ) Zy
Ty —>| 7L>_>
d o | %;Z
3 |'g !
> Ty > 5 7 -
X =
----- 1° [ — .
T | Te Odd Invert
nvel
f 8 g
| Te —>| s 7;; Module C |2 1hve X ak1 2
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Fig. 4. Encoder architecture Scheme III.

Similarly, the condition for the odd inversion is obtained from
P < P,P' < P” and P’ < P . Based on (16) and (23), the
odd inversion condition is satisfied when

(w—1)
2

2(L-Tf) <2Ty—w+1, Ty >

T, < T,. (30)

When none of (28), (29), or (30) is satisfied, no inversion will
be performed.

2) Proposed Encoding Architecture: The operating prin-
ciples of this encoder are similar to those of the encoders
implementing Schemes I and II. The proposed encoding archi-
tecture, which is based on the even invert condition of (28),
the full invert condition of (29), and the odd invert condition
of (30), is shown in Fig. 4. The wth bit of the previously
encoded body flit is indicated by inv which shows if it was
even, odd, or full inverted (inv = 1) or left as it was (inv = 0).
The first stage of the encoder determines the transition types
while the second stage is formed by a set of 1s blocks which
count the number of ones in their inputs. In the first stage,
we have added the T, blocks which determine if any of the
transition types of T», T;**, and T,;"** is detected for each pair
bits of their inputs. For these transition types, the even invert
action yields link power reduction. Again, we have four Ones
blocks to determine the number of detected transitions for each
Ty, T., T2, T, blocks. The output of the Ones blocks are
inputs for Module C. This module determines if odd, even,
full, or no invert action corresponding to the outputs “10,”
“01,” “11,” or “00,” respectively, should be performed. The
outputs “01,” “11,” and “10” show that whether (28), (29),
and (30), respectively, are satisfied. In this paper, Module C
was designed based on the conditions given in (28), (29),
and (30). Similar to the procedure used to design the decoder
for scheme II, the decoder for scheme III may be designed.
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Fig. 5. Percentage impact on silicon area and power dissipation of the
network interface due to the data encoding/decoding logic.

V. RESULTS AND DISCUSSION

The proposed data encoding schemes have been assessed
by means of a cycle-accurate NoC simulator based on
Noxim [33]. The power estimation models of Noxim include
NIs, routers, and links [25]. The link power dissipation was
computed using (3) where the terms Ty—.1, 71, and T, were
computed based on the information obtained from the cycle-
accurate simulation. The following parameters were used in
the simulations. The NoC was clocked at 700 MHz while the
baseline NI with minimum buffering and supporting open core
protocol 2 and advanced high-performance bus protocols [34]
dissipated 5.3 mW. The average power dissipated by the
wormhole-based router was 5.7 mW. Based on a 65-nm UMC
technology, a total capacitance of 592 fF/mm was assumed for
an inter-router wire. About 80% of this capacitance was due
to the crosstalk. We assumed 2-mm 32-bit links and a packet
size of 16 bytes (eight flits). Using the detailed simulations,
when the flits traversed the NoC links, the corresponding self-
and coupling switching activities were calculated and used
along with the self- and coupling capacitance of 0.237 and
0.947 nf, respectively, to calculate the power (Vgg = 0.9 V
and Fgx = 700 MHz).

A. Overheads Due to the Encoder/Decoder Logic

The encoder and the decoder were designed in Verilog HDL
described at the RTL level, synthesized with synopsys design
compiler and mapped onto an UMC 65-nm technology library.
In our study, the area and power of the proposed encoding
scheme I (H), scheme II (HF), and scheme III (OEF) are
compared against SC and SCS [23], the BI coding [12], the
coupling driven BI (CDBI) coding [26], and the forbidden
pattern condition (FPC) codes [25]. The area and power
overheads of the NI compared to the baseline NI are shown
in Fig. 5. For each encoder type E, we consider four different
implementations, denoted by E4, Eg, E1¢, and E3> where in
E,, the link is partitioned in 32/nn-bit sublinks. We apply the
encoding scheme E in parallel to each sublink. In the case of
FPC, 4-bit sublinks are used in this paper. The results of Fig. 5
reveal that the power overhead for all the encoding schemes
is below 10%. Except for the cases of OEF 32 and OEF16,
the area overhead is below 15%. As we will see later, in many
cases, the link power saving achieved in the encoding is well
above the overhead.

B. Energy Analysis

To analyze the efficacy of the proposed data encoding
schemes in reducing the energy consumption, we consider
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Fig. 6. Percentage of decrease Types I, II, and coupling switching activity
obtained with different data encoding.
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Fig. 7. Total power/energy saving using different data encoding schemes.

an 8 x 8 mesh-based NoC. We only report results for the
bit-reversal traffic as for the other synthetic traffics we found
similar trends. We assumed a minimum of two-flit and maxi-
mum eight-flit packets, deterministic XY routing, and input
FIFO buffers of four flits. The simulations were run until
1 MB of traffic was drained by the network. The analysis
has been performed using a different pir value for each data
encoding scheme considered. Precisely, the pir value has been
selected as the maximum pir sustainable by the particular data
encoding scheme considered before entering to the saturation
region (Figs. 11 and 12). That is, 0.016 when no data encoding
is used, 0.010 for the FPC, and 0.013 for the remaining data
encoding schemes. Random data patterns were considered.
Fig. 6 shows the decrease in the switching transitions of
Types I, II, and coupling switching activity for different data
encoding schemes compared to those of no data encoding.
It shows that the proposed encoding schemes decreases both
Types I and II. In the cases of previous encoding schemes
(SCS, SC, BI, CDBI, and FPC) only Type II decreases while
for some cases Type I even increases. In order to show the
importance of Type I in decreasing the coupling transition
activity, we compare the activities of OEF4 and SCS4. Both of
them have the same effect on Type II while they have different
effects on Type 1. The difference leads to coupling transition
activity reduction of 41% for OEF4 compared with 18% in
the case of SCS4. Note that the coupling transition activity
reduction is a weighted sum of the Types I and II transitions.
To obtain the results for total power and energy saving
shown in Fig. 7, we have considered all the interconnect
NoC components, including link, router, encoder, decoder,
and NI. This part of NoC power/energy consumption con-
stitutes an important fraction of the overall power/energy
budget of the entire system [31]. The results indicate that
for a given partitioning of the link (4, 8, 16, or 32 bits),
except for BI32 and CDBI32, all of the schemes provide
us with some power savings. Among them, OEF4 and FPC
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was impressive, its energy reduction is not noteworthy. This is
due to the fact that this technique makes use of more than one
control bit for coding. Since the bandwidth of the data transfer
is fixed, having a higher number of control bits leads to a
lower transfer rate of the actual data, increasing the number
of flits, traffic, and the transfer time. Therefore, the total energy
consumption increases for this scheme.

The power (energy) savings obtained when different data
sets including PDF, video, music, text, and picture are used
as the workloads are given in Fig. 8 (Fig. 9). As can be
observed, when the partitioning is based on 4-bit width, all the
three proposed schemes show energy savings for all the data
streams considered in this paper. Also, in the case of OEF4, the
saving is the largest among all the encoding schemes. For this
encoding scheme, the maximum of energy and power more
than 20% and 60%, respectively, was achieved for the picture
workload.

Finally, it should be pointed out, in general, that the efficacy
of any encoding schemes depends on workload data patterns
which are transmitted via the bus. In the cases of the encoding
techniques proposed in this paper, the switching activities
of two consequent flits of the actual data affect the amount
of savings. These activities may vary from one application
to another. Higher (lower) activities provide more (fewer)
opportunities for the power saving by the proposed encoding
schemes. Specifically, if an application is dominated by integer
computation, there could be cases that the MSB bits are not
always toggled. This is due to the fact that the range of
numbers may be limited, and hence, the sign bits may remain
unchanged. Of course, this also depends on the representation
of the signed numbers. For these applications, the proposed
encoding schemes may provide lower power/energy savings.
In these cases, one may apply the coding technique only to

0% 10% 20% 30% 40% 50% 60%

% completion time increase

Fig. 10. Increase of the completion time versus increase of power dissipation.

the bits with higher switching activities as has been performed
for low-power memory addressing schemes (e.g., [22]).

C. Power Versus Performance

The tradeoff between the reduction of the average power
dissipation of the communication system with the completion
time (i.e., the amount of the time needed to drain a given
amount of traffic volume) is an important characteristic of
the system. The percentage increase of completion time is
defined as the percentage increase of the time needed to drain
a given amount of traffic. In Fig. 10, this characteristic for
each encoding scheme has been plotted. The average power
dissipation improves almost for all encoding schemes that
are considered in this paper. In this figure, the oblique line
corresponds to equal percentages of power reduction and
increased completion time. The points belonging to the lower
(upper) region are characterized by a percentage of completion
time increase which is greater (smaller) than the percentage
of power dissipation reduction. From this graph, the OEF, HF,
and H are the Pareto-optimal encoding schemes (i.e., are above
the oblique line).

Let us now compare the average delay and the throughput
of a baseline configuration (no data encoding) with a set
of network configurations, where we use the proposed data
encoding techniques. We assume 32-bit links and packets of
four flits (flit size is 32 bits). The schemes H, HF, OEF,
SC, SCS, and BI require one, two, four, and eight additional
bits (inv bits) when the link is divided into one, two, four,
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and eight partitions, respectively. Thus, in the worst case
(eight partitions), one additional flit is required to transfer the
original four-flit payload. When the FPC is used, additional
11 bits are needed for each encoded flit. Thus, for a four-
flit payload, we would have 44 additional bits, which require
two additional flits. Fig. 11 shows the average delay and
the throughput for different packet injection rates (pir) under
the bit-reversal traffic scenario. Similar results are obtained
with other traffic scenarios. Note that, in the case of the
baseline implementation, the network saturation point occurs
at a higher pir value as compared to the implementations which
use data encoding. This is because, for a given pir, when a
data encoding technique is used, other than the normal traffic
injected into the network, there is also a traffic component
related to the control information (in our case inv information)
which increases the congestion level in the network. In the case
of H, HE, OEF, SC, SCS, and the BI encoding techniques,
the saturation point is only 10% lower than that of the base-
line configuration. In terms of saturation point, the baseline
implementation outperforms H, HF, OEF, SC, SCS, and BI
implementations by 13%. For both the average delay and the
throughput, the FPC method provides the worst results.

D. Multimedia SoC Case Study

In this section, we analyze the efficacy of the proposed data
encoding schemes on two complex heterogeneous systems.
The first one, which is mapped to an 8 x 8 mesh, consisted
of a triple video object plane decoder which has 38 cores
(D 38 tvopd) [32] and multimedia and wireless communication
which has 26 cores (D 26 media) [33]. We assumed a
minimum of two-flit and maximum eight-flit packets, deter-
ministic XY routing, and input FIFO buffers of four flits. The
time distribution of the traffic followed Poisson’s distribution
while random data sets were used as workloads. The packet
injection rates of the different communication flows have
been determined using the bandwidth requirements reported
in [32] and [33].

The results of power and energy saving when different
data encoding schemes have been applied to this system are
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Fig. 13. Total power/energy saving using different data encoding schemes.

presented in Fig. 12. For these results, we assumed that the
packet size was eight flits. As can be observed from the results,
the amount of power and energy reductions are similar to the
results presented in Fig. 7 where we had assumed the bit-
reversal traffic.

The second heterogeneous system consists of an MPEG-4
decoder, a picture-in-picture, a multiwindow display, a 263
encoder and mp3 decoder, and a 263 decoder and an mp3
decoder, which have a total of 58 cores [34]. The system
is mapped to an 8 x 8 mesh using the mapping technique
described in [35]. We assumed the same parameters as
those of the previous complex heterogeneous system. Also,
the packet injection rates of the different communication
flows were determined based on the bandwidth requirements
reported in [34]. As the results presented in Fig. 13 show,
all of the schemes provide some power savings. Among
them, FPC and OEF4 show the highest power savings. For
the total energy consumption result, the highest reduction of
above 11% is achieved for OEF4. The amount of power and
energy reductions for almost all the schemes are less than
the corresponding results presented in Fig. 12. This is due to
the fact that this system provides a shorter average hop count
than the previous system. This lowers the effectiveness of the
proposed data encoding techniques.

VI. CONCLUSION

In this paper, we have presented a set of new data encoding
schemes aimed at reducing the power dissipated by the links
of an NoC. In fact, links are responsible for a significant
fraction of the overall power dissipated by the communication
system. In addition, their contribution is expected to increase
in future technology nodes. As compared to the previous
encoding schemes proposed in the literature, the rationale
behind the proposed schemes is to minimize not only the
switching activity, but also (and in particular) the coupling
switching activity which is mainly responsible for link power
dissipation in the deep submicronmeter technology regime.
The proposed encoding schemes are agnostic with respect
to the underlying NoC architecture in the sense that their
application does not require any modification neither in the
routers nor in the links. An extensive evaluation has been
carried out to assess the impact of the encoder and decoder
logic in the NI. The encoders implementing the proposed
schemes have been assessed in terms of power dissipation
and silicon area. The impacts on the performance, power,
and energy metrics have been studied using a cycle- and bit-
accurate NoC simulator under both synthetic and real traffic
scenarios. Overall, the application of the proposed encoding
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schemes allows savings up to 51% of power dissipation and
14% of energy consumption without any significant perfor-
mance degradation and with less than 15% area overhead in
the NL
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