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 

Abstract— With advances in consumer electronics, demands 

have increased for greater granularity in differentiating and 

analyzing human daily activities. Moreover, the potential of 

machine learning, and especially deep learning, has become 

apparent as research proceeds in applications such as monitoring 

the elderly, and surveillance for detection of suspicious people and 

objects left in public places. Although some techniques have been 

developed for Human Action Recognition (HAR) using wearable 

sensors, these devices can place unnecessary mental and physical 

discomfort on people, especially children and the elderly. 

Therefore, research has focused on image-based HAR, placing it 

on the front line of developments in consumer electronics. This 

paper proposes an intelligent human action recognition system 

which can automatically recognize the human daily activities from 

depth sensors using human skeleton information, combining the 

techniques of image processing and deep learning. Moreover, due 

to low computational cost and high accuracy outcomes, an 

approach using skeleton information has proven very promising, 

and can be utilized without any restrictions on environments or 

domain structures. Therefore, this paper discusses the 

development of an effective skeleton information based HAR 

which can be used as an embedded system. The experiments are 

performed using two famous public datasets of human daily 

activities. According to the experimental results, the proposed 

system outperforms other state-of-the-art methods on both 

datasets. 

 
Index Terms— human action recognition, consumer electronics 

perspective, skeletal joints, formation of relative joint image, deep 

learning 

I. INTRODUCTION 

UMAN Action Recognition (HAR) from a set of video 

sequences is a challenging problem in computer vision 

technology, and is fundamental to a variety of applications in 

many different research areas, such as academia, security, 

industry, and consumer electronics. Among these are HAR 

systems used in video surveillance, consumer behavior 

analysis, and smart, in-home health-care monitoring systems 

for the elderly. HAR is an important research because a lot of 

potential accidents can be avoided by recognizing and 
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predicting the activities of human being. On the other hand, 

recent advances in imaging technologies for consumer 

electronics, such as consumer depth sensors, have drawn a 

tremendous amount of attention from researchers in developing 

a variety of applications for the recognition and identification 

of human actions. However, modeling HAR system to produce 

accurate and efficient outcomes remains a challenge because of 

variations in scale, deformation and appearances. This paper 

proposes a new approach for establishing HAR in the 

consumer-electronics world by utilizing Color Skeleton Motion 

History Image (Color Skl-MHI) and Relative Joint Image (RJI) 

to monitor elderly people living alone. 

As a consideration for developing applications in consumer 

electronics, the world’s population is aging. In the future, the 

elderly are expected to comprise a greater proportion of the 

total population. In addition, most of the elderly prefer to live 

independently in their homes in a familiar environment. This 

presents a challenge to caregivers in trying to provide quality 

services. At the same time, affordable services are hard to find 

for many of the elderly. Therefore, automatic systems for 

monitoring the daily activities of the elderly have become an 

important subject of research in consumer electronics, 

specifically the automatic recognition of human actions and 

interactions with consumer electronics such as smartphones, as 

well as home appliances, medicines and many other objects. 

This paper deals with this subject by focusing on a hybrid 

technology of image processing and deep learning to establish a 

human action recognition system in consumer electronics. This 

paper discusses improvements in three areas. 

 In methodology, this paper proposes using a depth sensor for 

recognizing human daily activities by tracking the motions of 

skeletal joints. These techniques can be applied to the 

analysis of various types of human action and interaction in 

various environments both day and night. 

 In application, this proposed system is very useful for 

monitoring elderly people living alone by recognizing and 

analyzing the normal and abnormal daily activities of elderly. 

 In implementation, this proposed system can be developed as 

an embedded system for real-time processing. 

This paper is organized as follows: Part II presents other 

work related to the theme of this paper; Part III provides an 

overview and technical explanations of the proposed human 

action recognition; Part IV shows some experimental results 

from two public datasets; Part V provides analysis and 

discussion. Finally, Part VI provides a conclusion. 
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II. SOME RELATED WORKS 

The research area of Human Action Recognition (HAR) is 

related to many different research fields where successful 

applications have been developed using HAR as a base in 

consumer electronics. In daily life, human beings act or interact 

with devices such as smartphones, other consumer electronics, 

home appliances, and many other objects. HAR research has 

been conducted in the framework of consumer electronics, 

health-care monitoring systems, video surveillance and deep 

learning technology. The following describes some of the many 

excellent studies. 

A. HAR and Consumer Electronics 

Human daily activities very much involve acting and 

interacting with consumer electronics devices such as 

smartphones, home appliances, and many other objects. 

Therefore, research involving such activities plays a key role in 

developing HAR for consumer electronics technologies [1]. 

Human beings are connected with millions of consumer 

electronics devices in the Internet of Things. On the other hand, 

side effects might exist. For example, many people use 

computers in home and office, resulting in increasing lengths of 

time sitting in one place, often with poor posture. This can lead 

to repetitive stress injuries. Thus, it is useful to monitor daily 

routines, determine unhealthy behavior, and take appropriate 

actions. Using self-collected datasets, such problems have been 

modeled, including illustrations, and both hardware and 

software technologies have been developed for recognizing 

human activities [2]. 

Similarly, a system using a consumer video sensor and a 

Hidden Markov Model has been developed for recognizing six 

abnormal activities of the elderly, such as falling forward, 

falling backward, fainting, vomiting, and experiencing 

headaches or chest pain [3]. Alternatively, a consumer depth 

camera was utilized to capture depth images of six typical 

human actions such as walking, running, boxing, clapping, 

sitting down, and standing-up. Then, a method of recognizing 

those activities was developed using the R-transform method 

for feature extraction, Principle Component Analysis (PCA) for 

reducing the dimensions of feature vectors, Linear 

Discriminant Analysis (LDA) for extracting more prominent 

features, and the Hidden Markov Model for classification [4]. 

 

B. HAR and Health Care Monitoring  

HAR is an important part of establishing an intelligent 

health-care monitoring system, especially for allowing the 

elderly to live independently with a high quality of life. It is 

also important to establish the regularity and normal timing of 

activities such as taking medicines and meals to help develop 

guidelines and regulations. Among the many studies, some 

have used a multilayered Markov Chain model [5] and a 

Markov based approach for recognizing daily living activities 

[6] utilizing image technology to analyze and recognize not 

only simple actions such as walking, standing, and sitting, but 

also compound activities such as doing housework, 

communicating, and taking medicine. 

Apart from image technologies, much research has focused 

on human action recognition and monitoring using wearable 

consumer devices for measuring physiological 

electrocardiogram (ECG) signals and using Global Positioning 

System (GPS) for finding an elderly person who has fallen in 

the outdoors environment [7]. Another fall-detection system 

has been developed by applying sensors within the home 

network [8]. As another aspect of research, health-management 

systems have been developed for the elderly using the Radio 

Frequency Identification (RFID), short-range wireless 

transmission technology, and the internet for blood pressure 

management [9]. 

 

C. HAR and Video Surveillance 

Video surveillance is another area of application-oriented 

HAR research. For example, video surveillance has been used 

in public places such as shopping centers, sports centers and 

transportation stations to detect suspicious people and 

suspicious objects. An intelligent video surveillance system has 

been developed that can automatically detect loitering people 

using the two-dimensional Random Walk Model [10]. In 

consumer electronics research, as part of studying human 

interaction with objects, abandoned object detection was 

investigated by developing a stationary object analyzer [11]. 

 

D. HAR and Deep Learning 

HAR and machine learning in general, as well as deep 

learning in particular, can be considered complementary areas 

of research. As a demonstration of this statement, a two-step 

labeling scheme that utilizes deep learning technology over 

spatial-temporal features in a grayscale image was developed to 

recognize human actions in research by Baccouche, M., et al. 

[12]. Alternatively, different approaches for handling HAR 

have been attempted using other types of deep learning, such as 

3D-based Deep Convolutional Neural Networks (3D2CNN) 

and Support Vector Machine (SVM). In one approach, 

3D2CNN was directly applied on raw depth video sequences for 

extracting spatial-temporal features. In another, SVM was 

utilized over joint vector features, which were based on simple 

position and angle information between human skeletal joints 

[13]. In this work, the results of 3D2CNN and SVM were fused 

to produce the final output results for recognizing action. In 

other work on HAR with deep learning, the 3D CNN model has 

been used by adding a hardwired layer before the first 

convolution layer, thus generating five channels of information 

which were used in the final layer for recognizing actions [14]. 

It is also worthwhile to mention other, more relevant work in 

which the concept of view-invariant HAR was illustrated by 

applying enhanced skeleton visualization and experimentation. 

This work used Northwestern-UCLA, UWA3DII, NTU 

RGB+D and MSRC-12 datasets [15]-[16]. Last but not least in 

related work, some research has been attempted to overcome 

limitations of initial camera angles and positions by developing 

an algorithm for calibrating skeleton coordinates [17]. 

This has been an overview of related HAR research and 
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application in the consumer electronics world. Actually, the 

literature provides numerous examples of such research, with a 

variety of potential applications. However, none of this work 

has developed technology with a satisfactory level of 

performance. Therefore, the following new approach to HAR 

has been developed. 

III. PROPOSED HUMAN ACTION RECOGNITION 

The proposed HAR architecture is described in Fig. 1. The 

system contains three processing components: 1) input data 

acquisition, 2) the creation of sub-images and feature 

extraction, and 3) output fusion and action recognition. In input 

data acquisition, the input device captures coordinate 

information for the joints of the human body. In the component 

involving images and features, (i) a Color Skeleton Motion 

History Image (Color Skl-MHI) is created for extracting 

motion history features, and (ii) a Relative Joint Image (RJI) is 

created for obtaining the relative distance features between the 

referenced joints and the other joints. In the component for 

output fusion and human action recognition, deep learning is 

performed, as well as classification into one of the predefined 

actions such as standing, sitting, or bending. Fig. 2 provides an 

illustrative application of the HAR system using some 

consumer electronics products for monitoring the elderly living 

alone. In the following, the functions of each component are 

presented. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Function of Input Data Acquisition Component 

Input data acquisition is done using a depth sensor that can 

generate 5 kinds of output streams: RGB, depth, infrared, 

audio, and joints tracking data. These data are very useful for 

recognizing human actions and interactions. However, only 

joints tracking data are used for the implementation of the 

proposed HAR system. The reason is that in the skeleton 

tracking data, the depth sensor can track the motion of the 

human body and generate joint coordinates which include 3D 

coordinate of Ji(t) = [xi(t), yi(t), zi(t)] at a frame in time t. This 

joint information represents the structure of human body quite 

well. 

 

B.  Creation of Sub-images and Feature Extraction 

1) Creating Color Skeleton Motion History Image 

In this component, Color Skl-MHI and RJI are established 

using joints information that is obtained using the depth sensor. 

Creating a Skeleton Motion History Image (Skl-MHI), firstly 

involves creating a binary skeleton image using the 

corresponding joints. Next, a Binary Skl-MHI is created by 

combining the continuous skeleton images within the 

predefined temporal dimension [18]. However, the Binary 

Skl-MHI alone cannot differentiate actions that have a similar 

motion pattern, such as sitting down from a standing position, 

or standing up from a sitting position. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Architecture of the Proposed Human Action Recognition System 

 

Fig. 2. Consumer HAR for Monitoring Eldery People Living Alone 
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Therefore, the Binary Skl-MHI is added with the color value 

according to the sequential time interval of each action as 

shown in Fig. 3. Consequently, the time sequence of motion 

history images derived from skeleton data becomes more 

obvious. The outputs of this process are shown in Fig. 4. In this 

figure, we can see that applying a color value for each time 

sequence representation, enables differentiating the actions of 

very similar motion patterns. 

 

2) Creating Relative Joint Image 

The use of the relative positions of joints is an intuitive 

method of representing human motion. For example, in 

detecting the action of waving the hands, hand positions are 

located above shoulder joints and move in left and right 

directions. The RJI is the transformation of the skeleton 

sequence of an action into a new view-invariant representation 

of a human motion pattern image. For creating RJI, firstly we 

calculate the relative distance between referenced joints and the 

other joints. We use as referenced joints the four joints of left 

shoulder (J5), the right shoulder (J9), the left hip (J13) and the 

right hip (J17), because they are the most stable joints in most 

actions. 

Then, the relative distance features are extracted by 

subtracting (x, y, z) coordinates between four referenced joints 

and the other joints. By contacting the relative distance of the 

joints in the frames within the predefined temporal dimension, 

four RJI, each containing the 3D array with the size of t × (m-1) 

× 3 are generated as shown in Fig. 5, where m is the number of 

skeletal joints in each frame, t is the predefined temporal 

dimension that includes enough frames for representing the 

action, and 3 is for (x, y, z) coordinates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Outputs Fusion and Human Action Recognition 

In this component, three dimensional deep convolutional 

neural networks (3D-DCNN) is applied to Color Skl-MHI and 

RJI for training and recognizing the human actions. The final 

output action is generated by fusing the results of those two 

networks. The deep convolutional neural network (DCNN) is a 

multi-layer convolutional neural network which consists of an 

input layer, one or more hidden layers, a fully-connected layer, 

and an output layer. The hidden layer of the DCNN contains 

two operations, namely convolution and pooling, and one main 

function called the activation function. 

In the output layer, the soft-max function is applied for 

transforming the output of DCNN into the corresponding 

probability value. The weight values for each convolution 

kernel is randomly initialized using some distribution concepts 

such as Uniform distribution and Gaussian distribution. The 

network is trained forward (feeding inputs data along the 

network) and backward (updating the weights of all layers) 

multiple times, until it meets the stopping criteria (minimum 

loss or maximum iteration). The weight values are updated 

depending on the loss value which is calculated using the 

stochastic gradient descent algorithm. 

1) Convolution 

Convolution is the mixing of information that is obtained 

from the raw input data and the extracted representative data 

that can well represent the characteristics of the input training 

data. The output of the convolution is called a feature map, and 

it can differ, depending on the kernel filter that is used for the 

convolution operation. When convolution is applied over the 

image data, a 2D kernel is utilized on each color channel of the 

image. Fig. 6 (a) shows the example of applying a convolution 

operation on the image using the edge detection kernel. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Process of Creating Color Skeleton Motion History Image (Skl-MHI) 

 

Fig. 4. Binary Skl-MHI and Color Skl-MHI for Actions with Similar Motion Patterns: (a) Sitting down, (b) Standing up 
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2) Pooling 

The main purpose of the pooling operation is to reduce the 

spatial dimension of the feature map in each hidden layer. 

There are several types of pooling, depending on the 

mathematical operation that is used for performing the pooling 

process, such as maximum pooling (MAX), and average 

pooling (AVE). The pooling operation is also known as 

sub-sampling, which is a simple operation of taking the 

maximum or average value within the predefined kernel's width 

and height. Fig. 6 (b) shows the example of applying a 

maximum pooling operation over a 2D matrix. 

 

3) Activation Function 

The activation function is an important function in DCNN, 

because it can decide whether the neuron should be activated or 

not, depending on whether the received input is relevant. The 

output of the activation function becomes input for the next 

layer, and the data for the multiplication of the neuron’s input 

with the corresponding kernel weight and addition with bias 

value is used as input for the activation function which can be 

expressed as (1). 

)biasinput)*ight(kernel_we( fY                    (1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this proposed system, we use the activation function of the 

Rectified Linear Unit (ReLU), which produces 0 when x < 0, 

and is linear with slope 1 when x > 0, as described in (2). 

),0max()( xxf                           (2) 

where x is the input of the activation function. 

 

4)  Soft-Max Function 

The soft-max function is applied after the output layer of 

3D-DCNN in order to obtain the probability of the possible 

action using (3). 


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/)(                   (3) 

where j and z denotes each action and its network output and N 

represents the total number of actions. 

 

5) Updating Weights using Stochastic Gradient Descent 

Method 

The step-by-step calculations for updating the weights of the 

kernel matrix of all layers using the stochastic gradient descent 

algorithm [19] is as follows: 

 

Fig. 5. Creating Images of Relative Positions for Four Referenced Joints (J5, J9, J13 and J17) 

 

Fig. 6. Example of Hidden Layer Operations of DCNN (a) Convolution Using Edge Detection Kernel, (b) Illustration of Max-pooling Operation 
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i. The error value err between desired output yd,k and 

network output yk is calculated using (4). 

kd,k - yerr = y                      (4) 

ii. The error gradient for neurons in the output layer Δk is 

calculated using (5). 

   err-y = yΔ kkk )1(                   (5) 

iii. The weight and bias correction for output layer ΔWk and 

ΔBk are calculated using a predefined learning rate of α, 

as described in (6) and (7). 

khkk Δy = ΔW                      (6) 

kk Δ- = αΔB 1)(                   (7) 

where yhk represents the hidden layer output. 

iv. The error gradient for neurons in the hidden layer Δhk is 

calculated using (8). 

kkhkhkhk WΔ-y = yΔ Δ)1(                 (8) 

v. The weight and bias correction values for the hidden 

layers ΔWhk and ΔBhk are calculated using predefined 

learning rate α, as described in (9) and (10). 

hkhkhk Δy =ΔW                      (9) 

hkhk Δ- =αΔB )1(                (10) 

vi. The weights and bias of all layers Wi,new and Bi,new 

except the input layer are updated using the 

corresponding weight and bias correction values as 

described in (11) and (12). 

i,oldii,new W += WW Δ               (11) 

i,oldii,new BΔ + = BB                (12) 

vii. Step (ⅰ) through (ⅵ) are repeated until stopping criteria 

are met. 

 

6) Architecture of 3D-DCNN 

The 3D-DCNN architecture for training the Color Skl-MHI 

and RJI data for human activity is shown in Fig. 7. In this 

architecture, normalized Color Skl-MHI of size 62×62 and RJI 

of size 15×19 are used as input data and each hidden layer is 

composed of the operations of convolution (Conv) and pooling 

(Pool), dropout (Drop), and neuron activation (ReLU). This 

architecture includes three hidden layers (i =1, 2, 3). The 

predefined kernel size and initialization type of each Conv and 

Pool layers are described in Table Ⅰ. The dropout ratios for the 

three hidden layers are 0.1%, 0.2%, and 0.3%, respectively. 

For the weight initialization for the Conv layer, the method 

developed by Microsoft Research Asia (MSRA) is used. This is 

well-suited for ReLU. For the fully connected layer (FC), a 

weight vector of size 1,000 is used, and a soft-max function is 

applied in the output layer to obtain the probability for each 

possible action. All weights are trained using the back 

propagation algorithm with stochastic gradient descent method. 

 

 

IV. EXPERIMENTAL RESULTS 

We performed experiments on the proposed HAR under 

various conditions using two different datasets: the UTKinect 

Action-3D dataset, and the CAD-60 state-of-the-art public 

human-activity 3D dataset. These datasets included daily 

activities such as drinking water, answering the phone, and 

cooking. In the UTKinect Action-3D dataset, we viewed the 

same actions using several camera view-points and time 

durations. In this dataset, we also viewed the same actions 

performed by different people, each performing the action in a 

different way. This is called high intra-class variation. In the 

CAD-60 dataset, we performed these experiments in several 

different environments, such as kitchens, offices and bath 

rooms. This dataset includes a high degree of similarity 

between different actions, which is particularly challenging for 

recognition technology. The experimental results from these 

two datasets show the effectiveness of proposed HAR. The 

detail parameters and experimental data can be downloaded at 

http://github.com/CNPhyo/ColorSklMHI-and-RJI-based-HAR. 

A. UTKinect Action-3D Dataset 

The videos in this dataset are captured using a single 

stationary-depth camera, and consist of 10 actions performed 

by 10 different subjects. Each subject performs all actions 

 

Fig. 7.  Architecture of Proposed 3D-DCNN 

TABLE Ⅰ 

PARAMETERS OF CONVOLUTION AND POOLING LAYERS 

Layers Filter Size Initialization Type Feature Maps 

Conv 1 7×7 MSRA 3 

Pool 1 2×2 MAX 3 

Conv 2 5×5 MSRA 10 
Pool 2 2×2 AVE 10 

Conv 3 3×3 MSRA 15 

Pool 3 2×2 AVE 15 
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twice. The dataset provides the 3D locations of 20 joints in the 

199 action sequences [17]. This dataset includes variations in 

viewpoint and high intra-class variations. For performing the 

experiments, we create the Color Skl-MHI and RJI data by 

connecting 20 skeletal joints and combining them within every 

15 frames.  For the performance evaluation, a cross-validation 

method is used involving the omission of one subject. We train 

3D-DCNN models by alternatively using the actions of 9 

subjects as training data and omitting 1 subject’s data for 

testing. In the case of training 3D-DCNN using RJI data, it 

needs to train 3D-DCNN models for 4 RJIs: RJI (J5), RJI (J9), 

RJI (J13), RJI (J17). Therefore, the total trained models using 

RJI data is 40 (4 × 10 subjects) and Color Skl-MHI based model 

is 10 (1 × 10 subjects) for all experiments. Firstly, 3D-DCNN is 

trained using Color Skl-MHI. The sample Color Skl-MHI of 10 

daily activities of UTKinect Action-3D dataset are shown in 

Fig. 8. In the evaluation, the Color Skl-MHI based method 

achieves an overall accuracy of 94%. Then, 3D-DCNN is also 

trained for RJI. The sample RJI for four referenced joints (J5, 

J9, J13, J17) involved in the actions of picking up objects and 

waving hands are shown in Fig. 9 and Fig. 10. With the same 

evaluation method, RJI based 3D-DCNN achieves an overall 

accuracy of 95%. After training the 3D-DCNN for both Color 

Skl-MHI and RJI, the decision of those two 3D-DCNN are 

fused by averaging the probability of the corresponding actions 

and taking the action which has maximum probability. The 

detailed confusion matrix for the decision fusion approach is 

described in Fig. 11. In Table Ⅱ, we can see that proposed 

system achieved an overall accuracy of 97%, which is higher 

than other state-of-the-art methods. 

 

 

 

 
B. CAD-60 Daily Activity Dataset 

The CAD-60 daily activity dataset contains 12 high-level 

daily activities and 1 still activity performed by 4 people in 5 

different environments, such as office, kitchen, bedroom, 

bathroom, and living room [23]. This dataset is challenging 

because of the high similarity between actions. In the creation 

of Color Skl-MHI and RJI data, we use the skeletal joints 

within every 15 frames. For improving the performance of 

recognition for a left-handed person, Color Skl-MHI and RJI 

data are mirrored in order to make her activities similar to the 

other three right-handed people. The sample Color Skl-MHI for 

10 daily activities in the CAD-60 dataset are shown in Fig. 12. 

For the performance evaluation, we use the same method that 

was used on the UTKinect Action-3D dataset. We train 

3D-DCNN models by alternatively using 3 people’ data for 

training and 1 omitted person data for testing. The total trained 

models using Color Skl-MHI is 4 (1 × 4 people) and RJI is 16 (4 

× 4 people) for all experiments. On CAD-60 daily activity 

dataset, Color Skl-MHI and RJI based 3D-DCNN achieves an 

overall accuracy of 71.15% and 86.5%, respectively, and the 

decision fusion approach achieved 92.31%. 

In Fig. 13, we can see that the proposed system can recognize 

most of the actions with 100% accuracy. However, a few 

actions are misrecognized because of the proximity of hand 

locations. The environment was taken into consideration to 

overcome such problems. After applying these environmental 

considerations, the overall accuracy increased to 96.15%, as 

shown in Fig. 14. The failures to differentiate the actions of 

brushing teeth and talking on the phone, as well as brushing 

teeth and drinking water, were eliminated because these actions 

 
Fig. 11.  Confusion Matrix on the UTKinect Action-3D Dataset 

 
Fig. 8.  Color Skl-MHI for 10 Daily Activities from UTKinect Action-3D  

 
Fig. 9.  Images of Relative Joint Positions for Picking up Objects,  

(a) RJI (J5), (b) RJI (J9), (c) RJI (J13), (d) RJI (J17) 

 
Fig. 10.  Images of Relative Joint Positions for Waving Hands, (a) RJI (J5), 

(b) RJI (J9), (c) RJI (J13), (d) RJI (J17) 

TABLE Ⅱ 
RESULTS ON THE UTKINECT ACTION-3D DATASET 

Method 
Accuracy 

(%) 

L. Mengyuan et al. (2016) [15] 95.50 

L. Zhi et al. (2014) [16] 95.00 

X. Lu et al. (2012) [17] 90.92 
M. Devanne et al. (2013) [21] 91.50 

A. Chrungoo et al. (2014) [22] 91.96 

Color Skl-MHI 3D-DCNN 94.00 
RJI 3D-DCNN 95.00 

Proposed System 97.00 
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are performed in different environments. Table Ⅲ compares 

the accuracy, precision and recall of other state-of-the-art 

methods. As we can see, the proposed system provided superior 

performance. The results of the other methods are taken from 

the CAD-60 daily activity dataset website. This website 

includes reports on performance of the other methods using this 

dataset [23]. Because the other authors reported the 

performance of their algorithm in terms of either precision and 

recall or accuracy, Table Ⅲ has some blank cells. 

V. DISCUSSION 

The proposed system has low computational cost because of 

its use of Color Skl-MHI and RJI. The results are very 

promising for real-time applications. The processing time of the 

proposed system is evaluated based on the feature extraction 

time of Color Skl-MHI and RJI, as well as the classification 

time using 15 fps video data. For comparing time complexity, 

the proposed system is tested in the same hardware 

environment as described in [17]. Then, our proposed system 

takes 0.0636 s for feature extraction, and has an average testing 

time of 0.0081 s for 1 input sequence from the UTKinect 

Action-3D dataset while the system in [17] has an average 

testing time of 0.0125 s for a sequence from the same dataset. 

Moreover, the average time consumed for feature extraction 

using our proposed system is 0.1179 s and the method in [32] 

consumes 0.18 s for 1 sequence from UTKinect Action-3D 

dataset when executing on a machine with same specification 

that used in [32]. 

In addition, because of the use of Color Skl-MHI, actions 

from the UTKinect Action-3D dataset with a similar motion 

pattern, such as throwing and pushing, were correctly 

differentiated as shown in Fig. 15 (a) and Fig. 15 (b). From the 

CAD-60 daily activity dataset, the proposed system 

misrecognized actions such as drinking water and talking on the 

phone. As shown in Fig. 16 (a) and Fig. 16 (b), this happened 

because those actions contain very few motions and the hands 

are very close. This points out the fact that we have to consider 

history of previous states for correctly classifying those actions. 

 

 

 

 

 

 

Fig. 14.  Confusion Matrix on the CAD-60 Dataset with Environment 

 

Fig. 13.  Confusion Matrix on the CAD-60 Dataset 

 

Fig. 12.  Color Skl-MHI for 12 Daily Activities from the CAD-60 Dataset 

TABLE Ⅲ 

RESULTS ON THE CAD-60 DATASET 

Method 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

N. Bingbing et al. (2012) [24] 65.32 - - 
R. Gupta et al. (2013) [25] - 78.10 75.40 

J. Wang et al. (2013) [26] 74.70 - - 

Y. Zhu et al. (2014) [27] - 93.20 84.60 
D. R. Faria et al. (2014) [28] - 91.10 91.90 

J. Shan et al. (2014) [29] - 93.80 94.50 

S. Gaglio et al. (2014) [30] - 77.30 76.70 
G. I. Parisi et al. (2015) [31] - 91.90 90.20 

E. Cippitelli et al. (2016) [32] - 93.90 93.50 

Color Skl-MHI 3D-DCNN 71.15 70.02 69.39 
RJI 3D-DCNN 86.50 82.78 82.08 

Proposed System 96.15 90.39 88.46 
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VI. CONCLUSION 

In this paper, we propose an intelligent human action 

recognition system to develop as a consumer electronics 

product (with low computational cost and high accuracy 

outcomes) for automatically monitoring and recognizing the 

daily activities of elderly people living alone. Moreover, this 

system can be utilized without any restrictions on 

environmental conditions or domain structures, and is also very 

promising for real-time applications because of the fast 

processing time. The problems of view-variation (single 

camera) and intra-class variation have been solved in this 

system. The experimental results show that the proposed 

system is outperforming other state-of-the-art methods both on 

UTKinect Action-3D and CAD-60 daily activity datasets. In 

the future, this system will be improved by taking into 

consideration the affordance hypothesis in the recognition of 

actions. More experiments will be performed on the datasets of 

complex actions which are related to health-problems, such as 

headaches and vomiting. 
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