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Abstract—With the accessibility to information, users often face the problem of selecting one item (a product or a service) from a huge search space. This problem is known as information overload. Recommender systems (RSs) personalize content to a user’s interests to help them select the right item in information overload scenarios. Group RSs (GRSs) recommend items to a group of users. In GRSs, a recommendation is usually computed by a simple aggregation method for individual information. However, the aggregations are rigid and overlook certain group features, such as the relationships between the group members’ preferences. In this paper, it is proposed a GRS based on opinion dynamics that considers these relationships using a smart weights matrix to drive the process. In some groups, opinions do not agree, hence the weights matrix is modified to reach a consensus value. The impact of ensuring agreed recommendations is evaluated through a set of experiments. Additionally, a sensitivity analysis studies its behavior. Compared to existing group recommendation models and frameworks, the proposal based on opinion dynamics would have the following advantages: 1) flexible aggregation method; 2) member relationships; and 3) agreed recommendations.
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I. INTRODUCTION

CURRENTLY, businesses and individuals often face situations in which they have to choose an alternative from a large range of options. This situation is known as information overload, and limited evaluation resources often lead to the selection of suboptimal alternatives. In information overload scenarios, personalization techniques help by tailoring access to the information. Recommender systems (RSs) are successful tools in personalization that filter relevant items (products or services) according to users preferences to present a reduced list of the most relevant choices, i.e., recommendations. Successful examples of applications are e-learning [1], [2], e-business [3], e-commerce [4], e-tourism [5], [6], financial investment [7], and Web pages [8], [9], among others. The most successful approach for RSs is based on collaborative filtering (CF) [10]. There are several active research lines within RSs, such as context-aware recommendation [11], friend recommendation [12] or group RSs (GRSs) [13], among others.

This paper focuses on GRSs, which recommend items to be consumed by groups of users, hence recommendations are targeted to a group of users instead of individuals.

Most of GRSs usually aggregate individual information to produce a group recommendation [13]. Some techniques aggregate individual ratings [14], while others aggregate individual recommendations [15]. Within these approaches, several aggregation strategies are used, such as least misery, most pleasure, or average, among others [13]. However, these aggregation strategies disregard important information about the group [16], such as the relationships between members’ preferences. As such, aggregation does not take into account similarity of preferences or overlap of experiences, among others, and this may lead to biased recommendations.

To consider these relationships, this paper aims to develop a new opinion dynamics model and apply it to group recommendations. Opinion dynamics studies the information fusion process within a group of experts [17]. DeGroot’s model [18] assumes that individuals change their opinions according to a social influence model, in which each user considers other expert opinions with a certain weight. It seems that this social process could be realistic in GRSs and we propose to integrate DeGroot’s model within group recommendation.

DeGroot’s model can lead to either consensus or fragmentation of opinions. Consensus has already been studied in group recommendation, and previous research determined that providing a consensus solution benefits recommendations [19]. Some try to achieve consensus through a negotiation process, others use automated consensus reaching processes based on individual predictions that considers members’ opinion before aggregating them into a recommendation [20], [21]. However, these works seek consensus by looking only at individual values—they disregard the relationships between members’ preferences.

The recommendation process with DeGroot’s model has two possible outcomes. Either a consensus is achieved by following
the relationships between members, or it is not, and the recommendation may not properly reflect group preferences. Hence, to improve recommendations in the latter case, we propose a GRS based on opinion dynamics with consensus (GROD). This paper proposes the following.

1) Pre-GROD, which extends DeGroot’s model to GRS and considers relationships between members’ preferences in recommendations.

2) GROD, which extends Pre-GROD by ensuring the conditions to compute consensus recommendations that are accepted by all members.

The remaining of this paper is structured as follows. Section II presents the preliminary concepts needed for the proposal. The new GRS framework is presented in Section III. Section IV presents a set of experiments done to evaluate the proposal’s performance, and Section V presents a sensitivity analysis of GROD. Section VI presents the conclusions and highlights future work.

II. PRELIMINARIES

This section introduces the preliminary concepts on GRSs, opinion dynamics, and the study of consensus in DeGroot’s model.

A. GROUP RECOMMENDER SYSTEMS

GRSs are an extension to individual RSs that compute recommendations targeted to groups instead of individuals [13]. The GRS problem is formalized in the following way:

Recommendation(G, I) = arg max Prediction(G, i)  

where G is the target group, I is the set of available items, and Prediction(G, i) is a function that assigns a utility value for the item i regarding group G members.

There are different approaches for making the group predictions. A successful way to address this problem is to reduce it to an individual recommendation problem by means of aggregating individual information. There are two aggregation approaches [22], [23].

1) Rating Aggregation-Based GRS Frameworks (See Fig. 1): The members state their preference for a subset of products. These ratings are then aggregated to build a group profile that represents the group preference called “pseudo-user,” which is then used in an individual CF.

2) Recommendation Aggregation-Based GRS Frameworks (See Fig. 2): Individual recommendations are computed for each member of the group in a CF, which are later combined to produce recommendations targeted to the group.

Several experimental works show that neither approach is better than the other in all scenarios [13], [14]; hence, a study to choose the best technique is required. Moreover, these approaches rely on different aggregation strategies [13].

1) Least Misery: Tries to avoid member dissatisfaction with the recommended items. The group must be as satisfied as the least satisfied member, therefore the group preference for one item is the minimum individual preference.

2) Average: The group preference is the average of all the individual preferences.

3) Average Without Misery: Averages individual ratings after excluding items with individual preferences below a certain threshold.

Each aggregation strategy has its own strengths and weaknesses. For example, the least misery strategy is suitable for small groups. As the groups become larger, the probability of an item having a negative rating increases, which leads to a group profile composed mostly of negative preferences, ultimately biasing the recommendations [22]. Additionally, this aggregation strategy is highly sensitive to new ratings, given that a new negative rating can significantly impact the recommendation. The average strategy aggregates all members’ ratings, not just the low ones. To accommodate the fact that lower ratings are more important than high ones, the average without misery strategy does not aggregate low member ratings. Therefore, hated items are avoided with this strategy.

However, as pointed out in the introduction, these aggregation approaches overlook relationships among members’ preferences, such as similarity of preferences or overlap of experiences. In this paper, member relationships are introduced to the process using opinion dynamics. This way, aggregation takes specific features of the group into account when making recommendations.

B. OPINION DYNAMICS

Opinion dynamics models are used to describe particular aspects of the social behavior of a number of individuals, and to model how the opinion of a group of experts evolves over time. Various approaches have been proposed to model these changes in opinion, given various assumptions within the process.

Our proposal assumes that members update their opinions according to social influences [24]. Therefore, the DeGroot model [18] is in accordance with this view because in it, evolution of opinions is driven by the matrix of weights

A = \{(a_{ij})_{(G \times I)}\},

where a_{ij} is the weight that expert i assigns to the opinion of expert j. The value a_{ij} denotes the weight that the user assigns to their own opinion, and therefore...
is the degree to which they are reluctant to modify their initial preference. A restriction of this matrix is that all the weights of an expert must sum to 1, i.e., \( \sum_{u_j \in G} a_{uj,uk} = 1 \). Opinions are updated in the DeGroot model using the following equation:

\[
x_{jt+1} = a_{uj,uk}x_{jt} + a_{uj,uk}x_{jt} + \cdots + a_{uj,uk}x_{jt}
\]

(2)

where \( x_{jt} \) is the opinion of expert \( u_j \) in round \( t + 1 \), \( a_{uj,uk} \) is the influence of expert \( u_k \) opinion for \( u_j \), and \( x_{jt} \) is the opinion of expert \( u_j \) in round \( t \).

Members’ opinions are updated until they reach a stability point. As stated by DeGroot [18], the relationship between the initial and final opinions can be determined by analyzing the weights matrix \( A \). The final opinion is a linear combination of the initial opinions of all agents in the form \( c = \sum \lambda_{u_k} x_{0u_k} \).

The coefficients of this linear combination are related to the normalized left eigenvector associated with the eigenvalue 1 of the weights matrix \( A \).

Analysis of the process shows an interesting outcome. If the left eigenvector is unique, then the final opinion converges to one consensus value. If this eigenvector is not unique, then the opinion fragments across several values. Given that consensus recommendations should satisfy all members of the group [20], this paper aims to provide consensus recommendations. Thus, we focus on ensuring consensus by modifying the weights matrix.

\section*{C. Ensure Consensus in DeGroot Model}

To study the evolution of opinions in DeGroot’s model, the relationships between members can be expressed in terms of a weighted directed graph \( DG(G,S) \), where \( G = \{u_1, \ldots, u_q\} \) is the set of members, and \( S \) is the set of directional edges. Thus, \( s_{uj,uk} \) indicates the degree of the relationship that member \( u_j \) has with \( u_k \). The weights matrix \( A \) can be computed from \( S \) to apply the DeGroot model

\[
a_{uj,uk} = \frac{s_{uj,uk}}{\sum_{u_j \in G} s_{uj,uj}}.
\]

(3)

The normalized eigenvector associated with the left eigenvalue 1 of matrix \( A \) is unique as long as there is at least one opinion leader in their respective subgroup. This way, the opinions of other subgroups are grouped into several disjoint opinion subgroups. Moreover, the normalized eigenvectors determine the contribution of member \( u_j \)'s opinion to the final value.

In a weights matrix \( A \) that leads to consensus, the eigenvector is unique. A strictly positive \( \lambda_{uj} \) in the normalized eigenvector determines the members’ opinions that contribute to the final value—the opinion leaders. Therefore, those members whose \( \lambda_{uj} = 0 \) simply follow other members opinions. In situations that do not lead to consensus, the eigenvalue has a specific multiplicity, and this determines the number of opinion subgroups formed.

Within each of these opinion subgroups, there is at least one opinion leader. Moreover, followers can always reach at least one opinion leader in their respective subgroup. This way, the members belonging to the same subgroup have the same opinion at the end of the process. However, opinions of other subgroups are different, given that they do not influence on each other.

Therefore, a way to ensure consensus is to connect the opinion subgroups by adding relationships between leaders of opinion subgroups. This way, their eigenvectors orthogonality break and the connected subgroups have the same opinion at the end of the process. To do this, we can take the leader of any opinion subgroup and create a relationship to the leader of a different opinion subgroup.

By doing so iteratively, all opinion subgroups are connected and the group reaches a consensus value with a modified set of directional edges \( S' \). This process needs to be done at least \( q-1 \) times, where \( q \) is the initial number of opinion subgroups. Different combinations of relationships can be added to ensure consensus. In GROD, the opinion subgroups are analyzed to select the best ones and create a relationship between their leaders.
III. FRAMEWORK FOR GROUP RECOMMENDATION BASED ON OPINION DYNAMICS

Here, a new framework for group recommendation based on opinion dynamics is introduced. This framework allows us to take relationships between group members’ preferences into account, such as similarity of preferences or overlap of experiences, to improve group recommendations. In this framework, individual predictions are combined to produce group recommendations. Unlike traditional aggregation-based GRSs, this framework applies a flexible process to produce a group value, given that it is driven by a matrix of weights between group members. The general framework is depicted in Fig. 3, and comprises the following steps.

1) Compute individual predictions.
2) Compute the relationships between members’ preferences.
3) Predict the group rating for each item applying DeGroot’s model.
4) Recommend the items with the highest prediction.

Within the above framework two proposals are presented:
1) a GRS based on opinion dynamics (Pre-GROD) and
2) a GROD. Both approaches combine individual predictions using the relationships between member preferences. Pre-GROD follows the scheme depicted in Fig. 3. GROD adds a step to Pre-GROD that analyzes and, if needed, updates the weights matrix to ensure consensus. The remainder of this section details both proposals using the notation in Table I.

A. Group Recommender System Based on Opinion Dynamics (Pre-GROD)

The first step computes individual predictions for a given item using an individual RS: the stochastic gradient descent singular value decomposition (SVD) RS [25]. Hence, a prediction exists for each group member. These individual predictions will be used to compute the group prediction. An important consideration when producing the individual predictions, is that the individual RS might not be able to make a prediction for a given user-item pair. To avoid this problem, we use a matrix factorization RS [25] which is able to predict ratings for all user-item pairs as long as they have ratings.

The second step calculates the relationships between member preferences. Matrix \( S \) is produced, which will later be used to drive the opinion dynamics process. The way it is computed defines how the individual predictions are aggregated to obtain the group prediction.

\[
s_{uj,uk} = \text{similarity} \ (u_j, u_k) \in [0, 1], \forall u_j, u_k \in G \subseteq U. \quad (7)
\]

Remark: The relationship between members’ preferences is computed with a similarity measure. This measure can be
defined in various ways [26], [27]. In the experiments section, several similarities are evaluated to determine the best one.

The third step calculates the group predictions. First, the weights matrix $A$ reflects the relationships between members’ preferences, thus the weights matrix $A$ is computed from the relationships matrix [see (3)]. The DeGroot model is applied to each item to combine the individual predictions (considered to be the initial opinions of each member) and produce the final opinion for that group $X_0^{ik} = (\hat{r}_{u_j,i_k})_{1 \times g}$ (8)

$$\hat{r}_{G,i_k} = \lim_{t \to \infty} A^t X_0^{ik}.$$ (9)

At this point, all the final opinions of the members for the target item $i_k$ are averaged to obtain the group prediction. This process is repeated for each item to obtain their respective group prediction.

Finally, in the fourth step, the recommendation is determined by the items with the highest group prediction.

B. Group Recommendation Based on Opinion Dynamics With Consensus

The previous section describes Pre-GROD, which does not ensure consensus. This situation may lead to recommendations that not all members agree to, which diminishes members satisfaction. To consider this situation, and correct it, GROD adds a step to the Pre-GROD framework to ensure consensus (see Fig. 4).

In step 2b, the relationships matrix $S$ is analyzed and, if needed, modified to ensure consensus. The weights matrix $A$ is extracted from the relationships matrix, which determines how the opinions are updated in the DeGroot model. As stated in Section II-C, (4) determines whether the relationships matrix $S$ leads to consensus.

If the group does not reach consensus, then the relationships matrix $S$ is modified. The selection of which relationships to add is a key aspect in such modifications for group recommendation.

In these cases, there are $q$ left eigenvalues of weights matrix $A$ and the absolute values of these eigenvalues are all equal to 1. This way, a partition of the members with a contribution to the final opinion is obtained. The aim of adding relationships is to connect those $q$ subsets. Therefore, $q - 1$ relationships need to be added in such a way that each subset is connected to at least one other.

There are multiple possible combinations to select the relationships to add. GROD computes the score of each missing relationship using the number of ratings of the target opinion subgroup. Thus, the opinions evolve to those of opinion subgroups with more defined tastes. Hence, the relationship with the highest score is selected and a directional edge with degree of relationship 1 is added

$$\arg \max_{u_j, u_k} \text{score}(u_j, u_k)$$ (10)

$$\text{score}(u_j, u_k) = |R_{G_{u_j}, u_k}| = \sum_{u_i \in G_{u_k}} |R_{u_i, u_k}|$$ (11)

where $G_{u_k}$ is the set of members that are in the opinion subgroup of member $u_k$, i.e., the members whose lambda is positive in the eigenvector associated to the opinion subgroup. This process is repeated until the relationships matrix $S'$ leads to consensus, which is used in the remaining steps to obtain the group prediction.

IV. EXPERIMENTS

To evaluate GROD, two experiments were performed. The first experiment evaluates Pre-GROD for group recommendation in general. The second one evaluates GROD
for group recommendation in groups that do not reach consensus.

The remainder of this section is structured as follows. First, the settings common to the experiments are described. The datasets and the methods of processing are then detailed, followed by the evaluation measures used to assess the behavior of the compared techniques. Lastly, the results are analyzed.

A. Experimental Procedure

In these experiments, a GRS based on recommendation aggregation using averages is considered to be the baseline. Five similarities between users were identified to compare several notions of relationships between members.

1) Pre-GROD Cosine: Cosine coefficient [28].
2) Pre-GROD Relevance(30): Relevance factor with \( r = 30 \) [26].
3) Pre-GROD Cond. Prob.: Conditional probability [27].
4) Pre-GROD Asym. Cos.: Asymmetric cosine [27].

The evaluated systems used an individual RS to compute the predictions for each member. Stochastic gradient descent SVD [25] is used for this aim, with the configuration shown in Table II.

The second experiment was designed to evaluate the modification of relationships to ensure consensus. Therefore, three systems are compared: 1) the baseline; 2) our proposed Pre-GROD; and 3) our proposed GROD.

B. Datasets

The compared methods were evaluated using datasets readily available to researchers, which are shown in Table III. There are different methods of forming groups, such as users with similar interests or heterogeneous groups, among others. These experiments aim to evaluate techniques for occasional groups, therefore the groups were formed randomly [29], and test different group sizes, ranging from 1 to 10 members.

C. Evaluation Measures

In evaluating the two GRS proposals for accuracy, two widely used evaluation measures were considered: 1) mean absolute error (MAE) and 2) root mean square error (RMSE) [30], [31].

1) **MAE**: Measures the difference between the system prediction and the true value

\[
\text{MAE} = \frac{1}{|R|} \sum_{r_{uj}, i_k \in R} |r_{uj, i_k} - p_{uj, i_k}|
\]  

(12)

where \( p_{uj, i_k} \) is the GRS prediction and \( r_{uj, i_k} \) is the rating in the dataset. The prediction is the same for all the members in the GRS, but their ratings are different.

2) **RMSE**: Similarly, RMSE measures the prediction error, giving more importance to large errors

\[
\text{RMSE} = \sqrt{\frac{1}{|R|} \sum_{r_{uj}, i_k \in R} (r_{uj, i_k} - p_{uj, i_k})^2}.
\]  

(13)

Given that MAE and RMSE are measures of the error of prediction, they are measures to minimize.

To evaluate the techniques we performed 20 executions of five-cross-fold validation. For each execution, the groups and the training-test partitions were different. The results of each GRS on each execution were averaged to obtain the final value.

D. Experiment 1: Pre-GROD in the General Case

In this experiment, the GRSs described in Section IV-A are evaluated to determine their performance and the suitability of this proposal.

Tables IV and V show the comparative results of the GRSs on MovieLens-100k. Table IV shows the results for MAE and Table V shows the results for RMSE [see also Fig. 5(a) and (b)]. The results are stratified by group size, ranging from 1 to 10 members.

The results show that Pre-GROD with the Asym. Cos. similarity achieved the best performance over the baseline, with a relative improvement of 1% across all group sizes on average. Improvement was higher in smaller group sizes. Relative improvement in MAE was 1.72%, 1.68%, and 1.49% for groups of sizes 2–4, respectively. In RMSE, it was 1.24%, 1.35%, and 1.32%, respectively. Moreover, paired t-tests were performed to determine whether the differences in the results of each technique for each group size are statistically significant. The tests confirmed that most of the differences observed in Tables IV and V are statistically significant. The results for Pre-GROD Asym. Cos. were better than Pre-GROD Cosine and Pre-GROD Cond. Prob. alone. This fact indicates that the combination of exposure to the same experiences, and correlation between the satisfaction on these experiences, improves performance.

In terms of Pre-GROD’s performance and the various ways to determine the relationships between members' preferences, asymmetric measures showed better results than symmetric ones. Asymmetric measures, such as Pre-GROD Relevance(30), Pre-GROD Cond. Prob., and GROD Asym. Cos., consistently obtained better results than Pre-GROD Cosine. Symmetric measures obtained results similar to the baseline. This indicates that when asymmetric similarities are considered, the system achieves better results that may be motivated by the inherent asymmetry of relationships between people.
Finally, comparing the results on MAE and RMSE for the different GRSs, in general similar behavior is observed, which means that the balance between small and large errors is similar. An interesting observation is that Cond. Prob. obtained better results for RMSE and Asym. Cos. for MAE. This indicates that the errors of Cond. Prob. are smaller than Asym. Cos. ones.

Tables VI and VII show the comparative results of the GRSs on MovieLens-100k. Table VI shows the results for MAE and Table VII shows the results for RMSE [see also Fig. 5(c) and (d)]. To evaluate the proposal, the results have been again stratified by group size from 1 to 10 members.

Overall, the performance of the techniques shows similar behavior to MovieLens-100k. Although, the results obtained in MovieLens-1M were better than MovieLens-100k because this dataset contains more ratings, which increases the quality of the model generated by the RS. Its performance influences the final accuracy of the GRS by decreasing the prediction error.

Mainly, the results show that the proposed method with the Asym. Cos. measure achieved the best performance compared to the other approaches, with an average relative improvement of roughly 2\% over the baseline across all group sizes evaluated—a greater improvement than MovieLens-100k. The improvement was also higher for smaller groups. The relative improvement in RMSE was 2.14\%, 2.28\%, and 2.13\% for group sizes 2–4, respectively. In MAE, it was 2.85\%, 2.91\%, and 2.59\% for the same group sizes. The statistical tests confirmed that most of the differences observed in Tables VI and VII are statistically significant.

We can conclude that Pre-GROD Asym. Cos. improves the results in general recommendation cases, for random groups, compared to the baseline, with an improvement of 1\% for MovieLens-100k and 2\% in MovieLens-1M. Moreover, the
best configuration of the proposal uses Asymmetric Cosine to compute the relationships between member preferences.

**E. Experiment 2: GROD in Groups Without Consensus**

This experiment aims to evaluate the improvements achieved by ensuring consensus. To do this, we evaluate the GRSs on groups without opinion leaders by isolating the effect of correcting the weights matrix and measuring the improvement that it provides. In this experiment, we compared three GRSs.

1) A GRS based on recommendation aggregation, the baseline.
2) The proposal without consensus, Pre-GROD.
3) The proposal ensuring consensus, GROD.

Tables VIII and IX show the MAE and RMSE for MovieLens-100k, respectively [see also Fig. 6(a) and (b)]. The results are stratified by group size to determine the improvement of the proposal for each case.

The results show that GROD improved the results over the baseline on groups without consensus for all group sizes. Moreover, GROD improved the results over Pre-GROD for most group sizes evaluated. The statistical tests confirmed that most of the differences observed in Tables VIII and IX are statistically significant. These facts indicate that correction improves recommendations in this scenario.

Furthermore, both measures show that GROD’s improvement is greater in smaller groups. This improvement holds for all groups in MAE and for group sizes lower than 7 in RMSE, indicating that GROD is suitable for recommending items to small groups.

An interesting fact is that, for groups of two members, the proposal without correction obtained exactly the same MAE and RMSE as the baseline. The recommendation was the same because the prediction for groups without consensus is computed from the average of the final opinions, as stated in Section IV-A. Given that, in groups of size 2 that do not reach consensus, the weights between both users are necessarily zero, and the opinion of both members does not change in the process, therefore the mean of the individual recommendations is the prediction for the group.

On the other hand, the recommendations obtained by the baseline and GROD for groups sizes of three or more are not the same, because the opinion dynamics process modifies the individual recommendation of the individuals until they reach a stability point. At this point, there are at least two different values in the final opinions. In cases where the number of different final opinions is equal to the group members, the opinion dynamics process does not change the individual predictions, hence the average value is the prediction. However, when there are less different opinions, the opinion dynamics process modifies the individual predictions, resulting in different recommendations.
Fig. 6. Results for the evaluated GRSs by group size. (a) MAE in MovieLens-100k. (b) RMSE in MovieLens-100k. (c) MAE in MovieLens-1M. (d) RMSE in MovieLens-1M.

TABLE XII

COMPUTATIONAL COMPLEXITY OF PROPOSAL TASKS

<table>
<thead>
<tr>
<th>Task</th>
<th>Complexity</th>
<th>Baseline</th>
<th>Pre-GROD</th>
<th>GROD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual predictions</td>
<td>$O(gk)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Similarity matrix</td>
<td>$O(g^2R_g)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Correct similarity</td>
<td>$O(k)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Group prediction</td>
<td>$O(I)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

$\mathbf{V. \ Sensitivity\ Analysis}$

In large-scale systems, computing recommendations is resource consuming. In this scenario we use a sensitivity analysis to determine whether recommendations need to be

For both measures, the improvement is greater for smaller groups, which makes it useful for recommending items to small groups, i.e., up to seven members.

in the SVD model, $g$ is the group size, $I$ is the number of items, $R_g$ is the largest amount of ratings of a group member, and $q$ is the number of iterations that the DeGroot model needs to converge. The detailed computational complexity of each task is shown in Table XII.

In a real RS, and in the experiments carried out in this paper, the group size is much smaller than the number of ratings that a user might have, therefore the relationships matrix computation has a higher computational complexity than its correction. This gives GROD a higher computational complexity than Pre-GROD, which is justified by its higher performance in terms of accuracy.

F. Computational Complexity

The computational complexity of the evaluated approaches is shown in Table XIII, where $k$ denotes the number of factors
updated when inputs change, or whether the recommendation stands because the input changes do not influence the result. This way, certain computations can be avoided to reduce system load and resource needs.

In group recommendation scenarios, there are two main inputs: group members and their ratings. Hence, we consider two sensitivity analyses. The first studies system outputs when a user leaves the group. The second analyzes changes in the recommendation when a user changes their preferences. In both cases, the aim is to determine whether the recommendation must be recalculated or whether the same result can be delivered.

In both analyses, we measure changes to the recommendations when the system inputs change. Specifically, we check the order of the recommended items in the cases being compared, given that changes in the predictions may not change the item rankings within the recommendations. For example, assume that the system recommends products 1–3 with prediction values of 3.9, 3.8, and 3.7, respectively. In a second scenario, the recommended items are 1–3 with prediction values of 5, 4.9, and 4.8, respectively. And, in a third scenario the system returns the items ordered as 3, 2, and 1 with prediction values of 3.9, 3.8, and 3.7, respectively. In the second scenario the predictions change, but the order of the items is the same. However, in the third case, the prediction values change very little but the ranking of the items incur a great change. For this reason we consider rankings instead of prediction values.

Two measures are used to evaluate the changes in the recommendation.

1) **Intersection@size**: The ratio of items in the intersection among the recommended items. This is a measure of whether the recommendations for each input contain the same items.

2) **Spearman@size**: This measures the similarity of the rankings for the items in the intersection of both cases.

The application of these measures is depicted in Fig. 7, which shows the scatter plot of the ranking of items for the complete group and for the group without member 126. The rectangle filled with descending diagonal lines contains the items recommended to the complete group. The rectangle filled with ascending diagonal lines contains items recommended to the group without member 126. The area filled with both diagonal lines contains items recommended in both cases considering a recommendation list of size 200. The remaining area shows the items that are not recommended in either case. Therefore, following Fig. 7, Intersection@200 is the ratio of items in the common area and Spearman@200 analyzes their ranking correlation.

### A. Member Elimination

In this sensitivity analysis, we explore the influence of a member leaving the group. Our aim is to decide when a member leaving the group should trigger an update in the recommendations, or whether the same recommendations can be delivered without incurring a large error.

Figs. 8 and 9 show the results of the Intersection@Size and Spearman@Size for MovieLens-100k. The results are stratified by group size to compare the influence of the member’s absence. Notice that the recommendation size is shown in a logarithmic scale to highlight the changes at the beginning of the list.

The results revealed that the changes produced by the absence of a member are higher in smaller groups. This finding was expected, since the fewer members the group has, the larger the influence a user’s absence has. In large groups, the influence of a single member in the group recommendation process tends to diminish.
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Fig. 10. Changes in the recommendation when member leaves the group sorted by number of ratings. (a) Group size 2, Intersection@5. (b) Group size 2, Spearman@5. (c) Group size 10, Intersection@5. (d) Group size 10, Spearman@5.

Fig. 11. Changes in the recommendation when member changes ratings. (a) Group size 2, intersection. (b) Group size 2, spearman. (c) Group size 10, intersection. (d) Group size 10, spearman.

Focusing on Intersection@size, the results show that the size of the recommendation list is related to the variability it has when the inputs change. For example, Fig. 8 shows that for all group sizes, recommendations for sizes between 10 and 20 have an Intersection@size lower than sizes between 20 and 30. This fact indicates that the former has more variability when a user leaves the group.

To focus on the impact of the member that is leaving the group given his/her characteristics, Fig. 10 shows the results of executions for each group, which checks recommendations for size 5 and for groups of size 2 and 10 on MovieLens-100k. The cases shown are sorted by the number of ratings of the user leaving the group. This highlights that the number of ratings influences the user’s contribution to the final value. To reduce overlap in the data, a jitter value is added to Intersection@5 and Spearman@5.

Fig. 10 shows that the more ratings a member leaving the group has, the more impact its absence has on the recommendation, as highlighted by the trend line in each figure. This tendency is consistent across all group sizes. For the sake of simplicity, only groups sizes 2 and 10 are shown. In each case of a user leaving the group, there is an Intersection@5 and a Spearman@5 value. The data shows that the larger the number of ratings in the profile abandoning the group, the larger the change in the outputs. The rationale for this outcome is that the more ratings a user has, the higher the probability that this user is a leader.

To summarize, the impact on the recommendation is higher when the group is small, and/or when the user leaving the group has a large rating profile. With this evidence we suggest that the recommendations should always be recomputed when the group is smaller than five members. In larger groups, recommendations should be updated only when the user leaving the group has more than 220 ratings. These thresholds have been determined by finding the values for which the Intersection@size never drops below 0.9.

B. Rating Variation

Members’ ratings are also other source of variability in group recommendation processes. This sensitivity analysis aims to measure the impact of a group member changing...
their mind about certain items. Again, the purpose is to determine whether the changes influence the recommendation and it should be updated, or whether the same recommendation can stand to save computational resources.

In this sensitivity analysis, one member of the group changes between 1 and 20 different ratings of items to a new random value. Various group sizes have been analyzed. Given that we are evaluating the results across four dimensions, Fig. 11 only shows the results for group sizes 2 and 10.

The results show that the smaller the group, the more the change has on recommendation. This behavior was expected since the relative weight of a single profile is greater when there are fewer members.

Similarly, the more ratings that are modified, the greater impact on the recommendations. This modification only affects the SVD profile of the user that modifies the ratings, while the remaining members have the same individual recommendations. Therefore, the opinion dynamics process has slightly different initial opinions, which results in a different recommendation. The more initial opinions in the group, the less impact the modified value has in the process. This behavior is consistent across all group sizes.

Overall, recommendations should not be recomputed when a user changes ratings, since the impact of the change is not large enough. The rationale for this is that even in cases with the most impact, such as a group of size 2 [Fig. 11(a)], the change is very small. In this case, Intersection@2 drops below 0.9 only when the user modifies 6 or more ratings. For larger group sizes, Intersection@size never drops below 0.9.

VI. Conclusion

This paper presents a framework to extend opinion dynamics and apply it to GRs. The proposed framework considers the relationships between members' preferences in recommendations, which improves aggregation. Moreover, the framework ensures consensus in recommendations, which are agreed to by all group members.

Experiments show that the proposed framework improves recommendation results over the baseline. In the first experiment, Pre-GROD is evaluated with different similarity measures, and asymmetric similarities are proven to play an important role in the analysis of members' preferences. This indicates that asymmetry better reflects how the group makes decisions. The second experiment analyzes the effect of ensuring consensus by evaluating GROD in groups without consensus. The results show that ensuring consensus during the recommendation process improves individual satisfaction compared to both baseline and to the proposed framework without ensuring consensus.

A sensitivity analysis studies the impact of recommendations when inputs change to determine whether it is necessary to update them, or whether the same recommendations stand, without incurring in large errors, to conserve computational resources. Two changes are considered: 1) a member abandons the group and 2) a member varies their ratings. The first analysis shows that the recommendation can stay the same in large groups, or if the member leaving the group has a small rating profile. The second analysis shows that a member needs to change a large number of ratings to trigger a significant change in the group's recommendations.

This proposed framework considers that members update their opinions based on the relationships among their preferences. However, in future works, other opinion dynamics models can be explored, using different assumptions for the evolution of opinions. This would allow modeling of other features of the relationships, such as attitudes toward change.
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