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Abstract—With the next-generation cellular networks making a
transition toward smaller cells, two-hop orthogonal frequency-di-
vision multiple access (OFDMA) relay networks have become a
dominant, mandatory component in the 4G standards (WiMAX
802.16j, 3GPP LTE-Adv). While unicast flows have received rea-
sonable attention in two-hop OFDMA relay networks, not much
light has been shed on the design of efficient scheduling algorithms
for multicast flows. Given the growing importance of multimedia
broadcast and multicast services (MBMS) in 4G networks, the
latter forms the focus of this paper. We show that while relay
cooperation is critical for improving multicast performance, it
must be carefully balanced with the ability to multiplex multicast
sessions and hence maximize aggregate multicast flow. To this end,
we highlight strategies that carefully group relays for cooperation
to achieve this balance. We then solve the multicast scheduling
problem under two OFDMA subchannelization models. We es-
tablish the NP-hardness of the scheduling problem even for the
simpler model and provide efficient algorithms with approxima-
tion guarantees under both models. Evaluation of the proposed
solutions reveals the efficiency of the scheduling algorithms as well
as the significant benefits obtained from the multicasting strategy.

Index Terms—Orthogonal frequency-division multiple access
(OFDMA), relay cooperation, scheduling, session multiplexing,
wireless multicast.

I. INTRODUCTION

W ITH the next-generation wireless networks moving
toward smaller (micro, pico) cells for providing higher

data rates, there is a revived interest in multihop wireless
networks from the perspective of integrating them with cellular
networks. With a decrease in cell size, relay stations (RS) are
now needed to provide extended coverage. In this context,
two-hop relay-enabled wireless networks [Fig. 1(a)] have
become a dominant, mandatory component in the 4G standards
(WiMAX 802.16m [1], 3GPP LTE-Adv [2]) due to the plethora
of envisioned applications (hotspots, office buildings, under-
ground tunnel access, etc.) they support.
Orthogonal frequency-division multiple access (OFDMA)

has become the popular choice for air interface technology
in 4G networks. The entire spectrum is divided into multiple
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Fig. 1. System model and gains. (a) Network model. (b) User/channel diver-
sity. (c) Relay cooperation.

carriers (subchannels), allowing for multiple users to operate
in tandem. This leads to several physical-layer and scheduling
benefits [3], [4]. The two-hop network model coupled with
OFDMA provides several diversity (multiuser, channel, and
cooperative) gains that can be leveraged through intelligent
scheduling.
While several scheduling works [5]–[7] have focused on

unicast traffic for two-hop OFDMA relay networks, multi-
cast traffic has not been explored much in these networks.
With 4G networks becoming a key component in the content
delivery chain, multimedia broadcast and multicast services
(MBMS [8]) are gaining importance as an efficient means to
disseminate common information to subscribers. The design
of efficient scheduling algorithms for multicast traffic forms a
vital component of MBMS and in turn forms the focus of this
paper. Multicasting in two-hop relay networks is significantly
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different from the conventional cellular multicast: The broad-
cast advantage of multicast data is significantly diminished
on the access (second) hop [Fig. 1(a)], where they become
equivalent to multiple unicast transmissions from different RS
to mobile stations (MS), thereby requiring more transmission
resources. Relay cooperation mechanisms allow multiple RS
to simultaneously transmit the multicast data on the same
transmission resource. This helps retain the broadcast nature
of the traffic on the access hop, making cooperation a critical
component in improving multicast performance.
The key question, however, is the following: Is relay cooper-

ation always beneficial? Interestingly, we show that there exists
a subtle tradeoff between cooperation gains and the ability to
multiplex multicast sessions effectively, both of which are es-
sential for maximizing the aggregate multicast system perfor-
mance. We highlight how strategies that carefully group relays
for cooperation are needed to address this tradeoff effectively.
We then solve the core multicast scheduling problem, which re-
quires determining the allocation of subchannels to multicast
sessions on both the relay and access hops such that both co-
operation and multiplexing gains are leveraged to maximize the
multicast system performance. In the process, motivated by re-
cent relay standards [1], [2], [9], we consider two models for
how subcarriers are grouped to form a subchannel in OFDMA:
distributed (DP) and contiguous (CP) permutations. We estab-
lish the NP-hardness of the scheduling problem even for the
simpler DPmodel and provide efficient algorithms with approx-
imation guarantees for both models. Our contributions in this
paper are multifold.
• We highlight and address the tradeoff between coopera-
tion gain and effective multiplexing of multicast sessions
through intelligent grouping of relays for cooperation.

• We provide LP-based algorithms with guarantees
of for the DP model, and

for the harder CP model, where
is a small constant; , are the number of channels and
relays. Evaluations reveal their close-to-optimal perfor-
mance in practical scenarios.

• We also provide efficient, fast greedy algorithms for both
the models, whose performance is very close to that of their
LP-based algorithms.

We evaluate the proposed solutions in an event-driven simulator
that incorporates realistic physical-layer effects. Evaluations in-
dicate the efficiency of the proposed scheduling algorithms as
well as the significant benefits obtained from the overall multi-
casting strategy that addresses the tradeoff between cooperation
and session multiplexing.
The rest of the paper is organized as follows. The system de-

scription is presented in Section II. The tradeoff between relay
cooperation and sessionmultiplexing is identified and addressed
in Section III. Scheduling algorithms for the DP and CP models
are presented in Sections IV and V, respectively. Practical con-
siderations are presented in Section VI, followed by the evalu-
ation of the solutions and concluding remarks in Sections VII
and VIII, respectively.

II. SYSTEM DESCRIPTION

A. Related Work

Relays: Several works [7], [10]–[13] have investigated
the potential of relay-enabled wireless networks to provide
improved coverage and capacity. Scheduling of unicast data
has received higher emphasis [5]–[7], [10], [11], [13], [14]
thus far in these networks. Most of the earlier works [10], [11]
focused on TDMA variants where the scheduling decision re-
duces mainly to deciding whether to employ a relay or not and
for which particular user. They do not exploit multiple OFDM
channels and the resulting diversity available across the relay
and access hops. On the other hand, OFDM scheduling solu-
tions for conventional cellular networks [3], [4], [15] cannot
be directly extended to two-hop relay networks, where flow
conservation across hops forms an important component. The
more recent works [5]–[7] have looked at leveraging diversity
and spatial reuse [16] gains in relays employing OFDMA.
However, all these works are restricted to unicast data.
Multicasting: Unlike unicast works, the OFDMA scheduling

works on multicast data have largely been restricted to one-hop
cellular networks [17], [18]. These solutions cannot be directly
carried over to relay networks, where the nature of multicast
traffic and its broadcast advantage is significantly altered on
the access hop. Multicasting with relays has received increased
attention recently. Information-theoretic works [19], [20] have
looked at capacity bounds for a multicast system with relays.
Use of network coding at relays to facilitate multicasting has
also been studied in [21], [22]. Layered video, being a popular
application for multicast, has been optimized for relays in
[23] and [24]. While all these works have looked at various
aspects of multicast transmission with relays, they do not
incorporate OFDMA scheduling. In addition to making the
problem significantly different, incorporation with OFDMA
scheduling is also an important component in next-generation
broadband access networks like LTE and WiMAX. In this
direction, our prior work [25] considered the integration of
multicast and unicast traffic in relay networks with OFDMA
and provided some scheduling heuristics for the coexistence
of heterogeneous traffic. However, it did not consider session
multiplexing or its tradeoff with relay cooperation that arises
within multicast scheduling and, hence, did not address the
multicasting problem with relays rigorously.
Identifying and addressing this tradeoff by designing efficient

multicast scheduling algorithms with performance guarantees
for OFDMA relay networks is in turn the focus of this work.

B. Network Model

We consider a downlink OFDMA-based, relay-enabled,
two-hop wireless network as shown in Fig. 1(a). A set of
MS are uniformly located within the macro cell. A small set of
RS are added to the midway belt of the network ( ).

MS farther from the base station (BS) connect with the RS that
is closest to them based on highest signal-to-noise ratio (SNR).
The one-hop links between BS and RS are referred to as relay
links, between RS and MS as access links, and between BS
and MS as direct links (equivalent to relay links for scheduling
purposes).
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Downlink data flows are considered and assumed to origi-
nate in the Internet and destined toward the MS. All stations are
assumed to be half-duplex. Let denote the maximum
power used by the BS, RS for their transmission ( ),
which is split equally across all subchannels, and no power
adaptation across channels is assumed, given the marginal gains
resulting from it [26]. A set of total OFDM subchannels is
considered, with two models for grouping of subcarriers to form
a subchannel [1]: distributed permutation (DP) and contiguous
permutation (CP). As the name suggests, the subcarriers con-
stituting a subchannel are chosen randomly from the entire fre-
quency spectrum in DP, while adjacent subcarriers are chosen
in CP. In DP, a single channel quality value (averaged over en-
tire spectrum), which is common to all its subchannels, is fed
back by an RS/MS. This allows an RS/MS to employ a common
rate on all subchannels. While the random choice of subcarriers
in a subchannel eliminates channel diversity, it helps average
out interference and reduce feedback. On the other hand, in CP,
the high correlation in channel gains across adjacent subcarriers
helps leverage subchannel diversity, whereby an RS/MS can
employ different rates to suit different subchannel gains through
scheduling. However, this requires feedback on all subchannels
from RS/MS. Note that the measurement, feedback, and choice
of rate levels (modulation and coding levels, MCS) are stan-
dardized [1] for the two modes and directly provided by the MS
(through RS) and RS to the BS in uplink frames, which the BS
then directly uses for scheduling its transmissions to the RS and
MS. Hence, for scheduling purposes, it suffices to model the
rates being same (DP) or different (CP) on different subchan-
nels for a user.

C. Potential Gains

Relay networks provide three forms of diversity gains. Con-
sider the frequency response of three channels for three MS in
Fig. 1(b). Multipath fading and user mobility result in inde-
pendent fading across users for a given channel, contributing
to multiuser diversity. Furthermore, the presence of multiple
channels and the corresponding frequency selective fading re-
sults in different channels experiencing different gains for a
given MS, contributing to channel diversity. These gains make
it possible to schedule multiple users in tandem, while providing
good-quality channels to many of them (e.g., channels 3, 2, and
1 allocated to MS 1, 2, and 3, respectively).
Consider a data symbol from a single multicast session to be

transmitted to subscribed clients and through
and , respectively. The wireless broadcast advantage (BA)
allows the to transfer to both the using a single trans-
mission resource (channel) on the relay hop. However, since the

transmissions are independent on the access hop, the two
effectively require two channel resources to transmit the

same data without interference, thereby reducing it to unicast
transmissions across relays. This makes relay cooperation a crit-
ical component in retaining the BA on the access hop, whereby
it allows multiple RS to simultaneously transmit the common
data on the same transmission resource without interference.
We consider the simple yet effective Alamouti space-time code

to enable relay cooperation given that it can be used in a dis-
tributed manner [27]. The distributed nature eliminates the need
for information exchange across relays. Of the two codewords
( ) used by the scheme over two time-slots
(for two symbols , ), even-numbered relays transmit the
first codeword, while odd-numbered relays transmit the second
codeword during cooperation as shown in Fig. 1(c). This re-
quires a single channel resource per data symbol while also
increasing the received SNR at , a gain referred to as co-
operative diversity (see [27] for details). While we consider the
Alamouti scheme for cooperation, our scheduling solutions are
equally applicable to other sophisticated cooperation strategies
such as coordinated multipoint transmissions (CoMP) as well.
CoMP is currently being standardized in LTE [2] (for release
11/12) and allows multiple transmitters (relays in our case) to
cooperate and make a joint transmission to an MS, resulting in
an SNR gain. Furthermore, precoded pilots (reference signals)
are also made available for the MS to measure and report the
rate in the presence of such cooperation.

D. Scheduling Model

Frame Structure: We consider a synchronized, time-slotted
system (WiMAX, LTE) with BS and RS transmitting data in
frames. Every frame consists of several time-slots and has to
be populated with user assignments across channels for LTE
(no channel sharing across slots) and user assignments across
both time-slots and channels for WiMAX. To address both
models generically, it is sufficient to consider the problem with
one time-slot per frame since channels in other time-slots can
be considered as additional channels available to the time-slot
under consideration [6], [15]. Furthermore, the slotted frame
structure allows us to decouple the scheduling of unicast and
multicast traffic, with our focus being on the latter.
For multicast scheduling, assignments are made with respect

to sessions, where multiple MS and corresponding RS can be
subscribed to a session. multicast sessions with backlogged
buffers are considered (extensions to finite buffers is discussed
in Section VI). As advocated in the relay standard [1], [9], each
frame consists of a relay and an access zone, where the sched-
uling of the half-duplex relays are time-divisioned with that of
the BS, i.e., BS/RS-to-MS transmissions in the relay zone first
followed by RS-to-MS transmissions in the access zone. Fur-
thermore, simple receivers are considered at the MS and hence
cooperation and combining of data transmission from the BS
and RS to MS across frames is not leveraged. The BS is respon-
sible for scheduling both the relay and the access hops in each
frame, thereby resulting in per-frame schedules. While time di-
visioning between the hops eliminates the reuse of channel re-
sources across hops, it still allows for channel reuse to be lever-
aged within the access hop through scheduling. The resulting
session assignments to relay-hop channels for the current frame
and the access-hop channels for the following frame are indi-
cated by the BS to the RS and MS through a small control re-
gion in the frame called the MAP. The MAP follows the pre-
amble in the frame [1] and is transmitted at the lowest modula-
tion and coding. In every slot of a frame, a set of RS on the relay
hop or MS on the access hop is activated based on the assign-
ments provided by the BS. For ease of exposition, we present
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Fig. 2. Tradeoff illustration (all transmission rate values are in Mb/s). (a) No reuse. (b) Cooperation (1). (c) Reuse (1). (d) Cooperation (2). (e) Reuse (2).

our discussions with respect to only relay and access links. Di-
rect links can be easily incorporated into the scheduling solu-
tions by considering them as relay links without affecting per-
formance guarantees.
Objective: The objective of our scheduling algorithms is to

maximize the end-to-end multicast system throughput subject
to the popular proportional fairness (PF) model. This can be
captured as a utility maximization problem: . The
utility function of session corresponds to for
PF, where captures the priority weight of the session’s QoS
class and its average throughput. PF is widely adopted in the
cellular domain as it strikes a good balance between throughput
and fairness, while leveraging multiuser diversity. The system
solution has been shown to converge to the optimum utility
at long timescales if the scheduler’s decisions at each epoch
(frame interval) are made to maximize the aggregate marginal
utility, [4], [28]. de-
notes the marginal flow (two-hop) utility received by session

in a feasible schedule . It is given by for proportional
fairness, thereby emphasizing users with good instantaneous
channel conditions. is updated as a moving average

, where is an exponential fil-
tering coefficient.

corresponds to the session’s two-hop flow rate, which in
turn is determined by the instantaneous effective rate on the relay
and access hops combined. Let and be the net bit rates
obtained for a session on the relay and access hops, respec-

tively. The frame transmission results in
(assuming equal split of frame resources between relay and ac-
cess hops), thereby accounting for flow conservation. We con-
sider reliable multicast sessions, and hence the transmission rate
for a session on a hop is assumed to be given by the minimum
rate of its subscribed relays (users) on the relay (access) hop, re-
spectively. If denote the set of MS, RS, and sessions,
respectively, then we have and

. Let and denote the set of channels
assigned to relay for session on the relay and access hops,
respectively, then we have and

, where and indicate relay and ac-
cess-hop rates of session at relay on channel , respectively.
Since there could be multipleMS subscribed to the same session
at a relay, we further have .
The relay and access-hop rates of RS and MS, respectively, on
a subchannel are assumed to be measured and fed back using
approaches prescribed in the standard [1].
At each epoch , weight varies with

(accounting for fairness). The core scheduling problem at the BS
then reduces to determining the frame schedule that maximizes
the following weighted sum rate:

(1)

III. MULTICASTING STRATEGY

A. Cooperation Versus Session Multiplexing

While relay cooperation is critical for multicast, the key
question, however, is the following: Is relay cooperation al-
ways beneficial? Interestingly, there exists a subtle tradeoff
between cooperation gains and the ability to multiplex multicast
sessions effectively, both of which are essential for maximizing
the aggregate multicast system performance. Consider the
following example with two sessions and 10 channels on each
hop (Fig. 2, ). Users 1, 3 belong to session , while
2, 4 belong to session . The DP model is considered, where
the transmission rate to a user (or relay) per channel does not
vary across channels and are directly assumed as indicated in
Fig. 2(a) on the relay ( , )
and access ( ) hops for a single
channel . Note that the purpose of this example is to merely
highlight the tradeoff—the actual magnitude of the gains re-
sulting from addressing the tradeoff would in turn depend on
various factors such as channel model, transmission power, etc.
Furthermore, with relay-hop rates being significantly higher
than the access-hop rates in our example, the access hop forms
the bottleneck, whose performance consequently depends on
the scheduling strategy employed.
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In the basic no-reuse strategy (NR), multicast data reduces
to unicast on the access hop, requiring the available channels
to be split both across relays and across sessions within a
relay. This results in a channel split of (4, 1, 1, 4) channels
to users (1, 2, 3, 4), respectively, providing a per-session
throughput of 24 Mb/s and a net throughput of 48 Mb/s as
indicated in Fig. 2(a). When relay cooperation (C) is leveraged
for a session, simultaneous cooperative transmission from both
the relays occur on the same channel to increase the SNR gain
at the MS, which allows for a higher rate to be used on a channel
on the access hop (e.g., assume 6 Mb/s can be increased to
7 Mb/s for users 1, 4, and 48 Mb/s increased to 50 Mb/s for
users 2, 3) as shown in Fig. 2(b). Although transmissions across
relays carry the same data on the same channel for a given
session, there will be mutual interference if the cooperative
transmissions occur at different rates. Hence, the cooperative
transmissions have to happen at the same rate (7 Mb/s), namely
that of the bottleneck user in the session (user 1 in session 1
and user 4 in session 2). This results in an allocation of five
channels for each session with users (1, 2, 3, 4) receiving an
allocation of (5, 5, 5, 5) channels, where the five channels are
reused across relays within a session (between users 1 and 3 in
session A, and 2 and 4 in session B) through cooperation. This
provides a per-session throughput of 35 Mb/s and hence a net
throughput of 70 Mb/s, which is a gain of about 45% over the
baseline.
Now, consider an alternate reuse strategy (R), where the

available channels on the access hop are reused at each relay.
However, instead of coupling themselves through cooperative
transmissions (at the bottleneck user rate in the session), the
relays operate independently at their respective rates subject
to the interference that arises. The resulting channel rates are
reduced on the access hop due to interference (e.g., assume
6 Mb/s reduces to 5 Mb/s, and 48 to 45 Mb/s) as indicated
in Fig. 2(c). However, decoupling the relays’ transmissions
now allows us to efficiently leverage the high rates experi-
enced by the session at different relays by allocating varying
number of channels across relays unlike in cooperation. This
in turn enables statistical multiplexing of sessions, which
allows an asymmetric channel allocation to even users within
a session, resulting in an allocation of (9, 1, 1, 9) channels to
users (1, 2, 3, 4), respectively. Here, the 10 channels are reused
at both the relays without any cooperation. This provides a
per-session throughput of 45 Mb/s and a higher aggregate
multicast flow of 90 Mb/s as shown in Fig. 2(c). This is a
gain of about 30% over relay cooperation, which we refer
to as the session multiplexing gain. Note that this statistical
multiplexing gain comes at the cost of cooperation gain and
interference. Hence, scenarios where users are closer to their
associated RS than to the interfering RS (e.g., user clustering
in hotspots) are appropriate for leveraging multiplexing gain,
where the loss due to interference and consequently also the
gain from cooperation tends to be low. On the other hand,
when interference across relays is high, the benefits from
cooperation outweigh multiplexing gains. This is evident from
an alternate (higher interference) example in Fig. 2(d) and (e),
where the high interference between relays reduces access-hop
channel rates when channels are reused without cooperation

(e.g., assume 6 Mb/s reduces to 4 Mb/s for users 1, 4, and 48 to
40 Mb/s for users 2, 3), and translates to increased rates (e.g.,
assume 6 Mb/s increases to 10 Mb/s for users 1, 4, and 48 to
54 Mb/s for users 2, 3) when cooperation is leveraged with a
correspondingly increased session bottleneck rate (10 Mb/s).
Here, cooperation provides a higher per-session throughput of
50 Mb/s, delivering a net throughput of 100 Mb/s. This is a 35%
gain over the 72-Mb/s throughput delivered by reuse strategy.
Thus, given a transmit power, every relay pair must deter-

mine if the rate loss due to interference is significant enough
to translate it to a rate gain through cooperation (C), or sustain
the interference to leverage session multiplexing gain through
channel reuse (R).

B. Cooperating Relay Components

To strike a good balance between cooperation and multi-
plexing gains, we need an intelligent combination of coopera-
tion and reuse strategies. This requires that we first partition the
set of active relays into subsets, where: 1) there is negligible
interference across relay subsets that promotes better session
multiplexing through channel reuse across subsets; 2) the ap-
preciable interference within subsets necessitates cooperation
between the member relays serving the same session. We define
a relay to be active if it has at least one user subscribed to a mul-
ticast session. While relays with no subscribed clients can aid
the transmissions in neighboring relays through cooperation,
they also reduce the potential gain from session multiplexing
by creating more interference and are hence not considered.
However, the algorithms can be easily adapted to incorporate
inactive relays as well.
The following simple mechanism (PART) helps achieve such

a partition with the help of measurement and reporting function-
alities provided in the relay standard [1], [9] [Fig. 1(a) is used
as a running example].
Step 1) BS instructs each active ( , , )

to transmit training symbols (pilots) on a selected
subset of channels in isolation. All associated (unas-
sociated) MS measure the corresponding signal

(interference ) and noise power and
report it to its RS.

Step 2) Every RS determines the set of neigh-
boring RS that cause appreciable interference
( ) to at least a
fraction ( ) of its MS . We have used a value of
0.9 and 0.2 for and , respectively, which captures
a reasonable gain from translating interference into
cooperation.

Step 3) Let the RS represent vertices of a graph, with edges
between vertices indicating the presence of appre-
ciable interference between corresponding relays.
The number of disjoint connected components in
this graph [two in Fig. 1(a)] gives the number of
relay subsets ( ) that cause neg-
ligible interference to each other.

In terms of overhead, the above procedure requires the MS
to only measure SNR ( ) from different relays and report
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it to the RS, which can be achieved through standard measure-
ment (from pilots) and reporting (in uplink frames) mechanisms
available in the relay standard [1]. Also, the relay grouping
mechanism runs at a much coarser timescale (several seconds)
compared to scheduling, allowing its overhead to be amortized
over several hundreds of frames. As a further optimization, the
MS do not have to feed back all the interference information
to the RS; each MS can make their local interference decisions
themselves (based on thresholding), determine the set of neigh-
boring RSs that cause interference, and report back only the in-
terfering set of RS. From aggregated information, the RS can
then determine which of its neighboring RS cause interference
to at least a fraction of its MS. Thus, feedback overhead can
be significantly reduced.
Our joint multicast strategy (JRC): 1) uses PART to first

determine the relay subsets; and 2) solves the core multicast
scheduling problem to enable cooperation between relays
( , ) serving the same session within each subset, and
leverages low interference across subsets to reuse channels
across subsets without any cooperation (coupling) to enable
session multiplexing. Since our main focus is to address the
challenging scheduling problem, we use simple mechanisms to
determine the relay subsets (PART) as well as MS association
(based on high SNR). However, more optimized approaches for
relay grouping and MS association can also be used with our
scheduling solutions, but are beyond the scope of this work.

C. Core Scheduling Problem

Given the relay subsets, the scheduling objective of JRC can
be made more specific as follows:

(2)

where is the total number of relay subsets (components)
on the access hop ( with typically) and
indicates the access-hop rate for session in relay component .
The relay hop contributes an additional component (subset), the
difference being that all active relays are part of this component,
where no cooperation is possible. Hence, the core scheduling
problem in JRC now reduces to determining an allocation of
channels to sessions on each of the components, such

that the weighted sum of the minimum session rates (accounting
for flow conservation) across components is maximized.We ad-
dress this scheduling problem under the DP and CP models in
the following sections.
Note that the baseline strategies, cooperation (C) and

reuse (R), are obtained as special cases of our generic for-
mulation: one component on the access hop with all relays
( ), and components on access hop with one relay
each ( ), respectively. While session multiplexing
is available even with components, larger provides

more room for multiplexing, but decreases the gain from
cooperation.

IV. MULTICAST SCHEDULING UNDER DP

With distributed permutation, all channels of a session expe-
rience the same rate in a component (due to cooperation), but
vary across components. The scheduling problem (MDP) can
be formulated as the following integer program (IP):

MDP: Maximize

subject to

represents the weighted effective rate of session
in component , i.e., , where

is the bottleneck rate of the session in com-
ponent that takes into account cooperation and interference.

captures the session’s (weighted) effective bottleneck rate,
which we also refer to as flow (since it is over two hops).
Thus, the goal is to maximize the aggregate flow that can be
delivered to multicast sessions. The first constraint captures
flow conservation, where the flow received by a multicast
session is restricted to the minimum flow ( ) across all com-
ponents. Furthermore, while multiple channels can be given to
a session ( ), the total across sessions is restricted to in
each component (second constraint). The session’s weight ( )
is folded into its modified flow rate in each component ( ).

A. Hardness of MDP

Theorem 1: MDP is NP-hard even for two components.
Proof: Consider the decision version of the problem (opti-

mization version being harder) 2MDP: Given channels each
in two components, is there a feasible schedule of value ?
Consider the following version of unbounded knapsack

problem, where elements with weight ( ) have the same
unit profit ( , ), and the knapsack has a capacity
( ). The corresponding decision problem (DKP) is
the following: Is there a subset ( ) of elements (with repetition)
such that ? This decision problem is known to be
NP-complete. We will provide a reduction from DKP to 2MDP.
Given an instance of DKP, without loss of generality (wlog)
assume , since otherwise and each can be scaled
by a constant such that . Construct an instance of
2MDP as follows: For every element , create two sessions with
rates on the two components (relay, access) as

and for the two sessions, respectively. Now, with
channels, our 2MDP scheduling problem achieves a value

of only if there exists a subset of elements in DKP
whose weight equals ( ).
Furthermore, the inclusion of more components ( ) and

the CP model makes the problem harder.
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B. LP-Based Algorithm: LSDP

We propose the following linear program (LP)-based polyno-
mial-time algorithm (LSDP) to solve MDP.

Algorithm 1:Multicast Scheduler under DP: LSDP

1: Solve the LP relaxation of MDP with solution , .
2:
3: while do
4: Loss due to integrality restoration.
5: for do
6: and .
7: for do
8: , where

9:
10: end for
11:
12: end for
13: Integral allocation for component with smallest loss.
14:
15: Update ,
16: Update , ;
17: end while

LSDP first solves the LP relaxation of MDP with
(step 1). Let the solution be and

with net optimal flow being . gives the net frac-
tional channel allocation to session on component , with

. However, some of the channels may be frac-
tionally shared between sessions in each component, whose
integrality needs to be restored for a feasible schedule. For
each component , we determine the loss due to integrality
restoration (steps 4–12). This requires a new integral channel
allocation ( ) for each component . With as the max-
imum flow limit for session , we assign each channel to the
session yielding the largest flow in the component based on
its remaining flow limit (steps 7–10). Alternately, can
be directly derived from by removing only the required
number of channel allocations with the smallest flow, thereby
eliminating the dependence on . The loss resulting from
this integral allocation is then determined with respect to the
optimal fractional allocation (step 11). The component yielding
the smallest loss is chosen ( ), and the corresponding integral
allocation ( ) is determined (steps 13–16). The procedure
is repeated until integral channel allocation is restored to all
components.
In characterizing the performance of LSDP, we first establish

the following lemma.
Lemma 1: The optimal solution to the LP relaxation of MDP

has at most sessions with fractional channel alloca-
tion in each component.

Proof: Assume , otherwise the statement is trivial.
Consider the equivalent formulation for the LP relaxation of
MDP

R-MDP: Maximize

subject to

where . The output to R-MDP gives us the
allocation ( ) to the bottleneck component (

) of each session ( ), with the allocation to its
other components being scaled by their respective flow weights

( ). R-MDP has constraints and vari-
ables (including slack variables to convert inequalities to equal-
ities). Interestingly, R-MDP can be viewed as the LP-relaxation
of a multidimensional knapsack problem (R-MKP) with di-
mensions, the capacity limit of each dimension being 1, and
each session having a dimensional weight ( ). The
optimal solution for such a R-MKP formulation can be shown
([29, Lemma 9.2.1]) to admit at most (out of original ) vari-
ables with fractional values.
We still need to establish that when these fractional alloca-

tions from R-MDP are scaled to obtain the allocations to ses-
sions on each component in the original LP relaxation of MDP,
there are at most fractional allocations in each component.
To see this, when is not fractional, either (not allo-
cated) or . However, when , the inequality on the
bottleneck component for session becomes an equality, pre-
venting any other session from receiving any allocation on any
of the components. Hence, there can be at most sessions with
nonzero allocation in the solution to the LP relaxation for MDP,
which also limits the number of fractional allocations in each
component to .
Theorem 2: LSDP provides a performance guarantee of

in the worst case.
Proof: We will first bound the loss in performance due

to rounding in each component , followed by the loss across
components.

Loss Per Component: Let the optimal (fractional) channel
allocations ( ) for component be represented in terms of
their integer ( ) and fractional ( ) parts as

. We have . In translating the fractional solu-
tion to integral, while is achievable as is, some flow from
the session will be lost in converting to integral alloca-
tions. Note that, by Lemma 1, there are at most sessions
with fractional allocation in each component in the optimal so-
lution. Hence, at most channels can be shared resulting in

.
Wlog, consider channels to be assigned integrally with

only one channel being fractionally shared ( ) by
sessions, . The proof can be extended in a straightfor-

ward manner to multiple fractionally shared channels. Now, if
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, LSDPwould assign the fractional
channel to session . Hence, the following flow is achievable by
LSDP in component :

(3)

Of the sessions sharing the channel, at most one session
(say ) will receive an allocation of . Since

, we have

Let , represent the ordering of in decreasing value
and in increasing value, respectively. Now, pairing the cor-
responding index elements from the two orderings, we have

(4)
For all , we have
and . Hence

Thus, with , we find that the fractional allocation
of the channel is such that more flow is retained from sessions
with larger flow values than from those with smaller flows.
Hence, maximum flow is lost during integrality restoration
when are the same for all , which results in

and . Thus, we have

where

Note that when more channels are fractionally shared, one ses-
sion’s fractional flow is retained for each channel. More impor-
tantly, the number of sessions sharing a channel decreases,
making the guarantee better (best when ). The worst
case is achieved when one channel is fractionally shared by all
sessions ( ), resulting in a guarantee of .
Loss Across Components: The integral flow resulting from

the first component in LSDP is

(5)

Each session’s integral flow from is used to limit the max-
imum flow ( ) for the corresponding session in the next com-
ponent . Since the updated , the updated

flow ( ) is also achievable with fractional allocations. Ap-
plying LSDP to , we obtain

(6)
Extending the argument to components, the net integral flow
from LSDP is given by

(7)

This results in a net worst-case performance guarantee of at least
, which gets tighter and better with increasing .

However, the above guarantee is loose for smaller number
of channels, where an alternate bound of can be established.
If a channel is fractionally shared by sessions, then at most
one out of sessions has a fractional allocation of . Thus,
reducing each fractional allocation by and rounding to the
nearest integer will automatically result in the channel being
assigned to only one of the sessions. This simple rounding
procedure retains an aggregate flow that is at least half the orig-
inal value and can be used to bound LSDP’s performance.When

, the above rounding mechanism coupled with the selec-
tion of at most sessions with the largest flow value out of (at
most) will provide a guarantee of .
Thus, LSDP provides a performance guarantee of

when , which is the
case of practical interest, where the number of channels will be
much more than the number of components and relays.

C. Greedy Algorithm: GSDP

While the standard [1] allows for both DP and CP models,
support for DP has been made mandatory due to its simplicity.
Furthermore, recall that the scheduler has to run at the granu-
larity of frames (5 ms in WiMAX, 1 ms in LTE). Hence, having
a fast but efficient scheduling algorithm for the DP model that
can operate in the absence of an LP solver (unlike LSDP) is
useful from an implementation perspective. To this end, we pro-
vide a greedy algorithm (GSDP), whose average-case perfor-
mance is very close to that of LSDP in practice (illustrated in
Section VII).
GSDP leverages the following observation pertaining to

the structure of the optimal LP fractional solution: When
all channels are assigned to the session with the highest
bottleneck flow ( ), the bottleneck
component of uses up all channels, while the remaining
components remain underutilized. To efficiently utilize (pack)
channels on all components, more multicast sessions

need to be multiplexed such that their respective bottlenecks
occur in different components. This entails to sacrifice some
channels on its bottleneck component, which can then be used
by other sessions (with a bottleneck in other components) to
deliver (pack) a higher flow per unit channel. GSDP uses this
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observation to greedily assign channels on a per-session basis
across all components as follows.

Algorithm 2: Greedy Scheduler under DP: GSDP

1: , , ; ,

2: , , where
3: Available channels, ,
4: while do
5: for do
6: , , where
7: if then end
8: end for
9: if then
10:

11: , if ,

12: ,

13: ,
14: else
15:
16: end if
17: end while

At every iteration, GSDP selects the session that delivers the
maximum flow per unit channel when all the remaining chan-
nels in each component ( ) are taken into account (step 10).
Sessions that do not have any resource remaining on any compo-
nent ( ) are not considered in the selection (step 7).
Once a session is selected, a channel is allocated to the ses-
sion ( ) only on those components that do not already have
excess channel resource ( ) to accommodate a unit of the
bottleneck flow (steps 6 and 11). Furthermore, after allo-
cation, components that receive more flow than the bottleneck
(due to integral allocation) update the excess resource available
( ) for the session on the respective component (step 12).
This excess flow is then used for subsequent allocations. The
remaining channels for allocation are updated on each compo-
nent after every iteration. GSDP terminates when no session
has any remaining resource to accommodate a unit of its bot-
tleneck flow ( , step 15). It is easy to see that GSDP has
a time complexity of , which is linear in and ,
with being a small constant. The dependence on can be re-
duced to by increasing the channel allocation granularity
to channels in every iteration.

V. MULTICAST SCHEDULING UNDER CP

Unlike the distributed permutation model, in contiguous per-
mutation, channels of a session experience different rates both
within and across components. The corresponding scheduling
problem (MCP) can be formulated as the following IP:

MCP: Maximize

subject to

where . MCP is similar to MDP except that
session flow rates ( ) are now a function of the channel as
well. This makes the problem and the design of efficient algo-
rithms significantly harder under CP.

A. LP-Based Algorithms: LSCP1, LSCP2

Algorithm 3:Multicast Scheduler under CP: LSCP1

1: Solve the LP relaxation of MCP ( ) with
solution and .

2:
3: while do
4: Loss due to integrality restoration.
5: for do
6: ; ; .
7: while do
8:
9: ,
10: ;
11: end while
12:
13: end for
14: Integral allocation for component with smallest loss.
15:
16: Update ,
17: Update ,
18: end while

Algorithm LSCP1 follows an approach similar to LSDP.
It uses the fractional solution from solving the LP relax-
ation of MCP as the starting point and restores integrality in
each component sequentially. However, varying rates across
channels ( ) are now taken into account, which requires
restoring integrality on a per-channel basis ( ) in each
component. Also, the integrality restoration algorithm is dif-
ferent (steps 7–11): At each iteration, the session–channel
( ) pair that provides the maximum flow is jointly chosen
and channel is allocated to session (steps 8 and 9) while
taking into account the maximum flow limit for session
(determined by the flow returned after integral allocation from
previous component—steps 6 and 17).
LSCP1 employs the same procedure (as in LSDP) of using the

updated session flow (after integral allocation) from one compo-
nent as the limiting flow for the session in the next component.
Hence, if represents the performance guarantee of the single
component problem, then the net guarantee reduces to . We
will now try to characterize .
Lemma 2: Given the limiting flow for each session as input,

the loss due to integrality restoration in each component can be
bounded by half.
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Proof: LSCP1 greedily allocates channels to sessions
while ensuring that the maximum flow limit for a session is
not violated in each component. We will show that this greedy
algorithm maximizes a nondecreasing submodular function
over a partition matroid. The suboptimality of such an approach
has been shown to be bounded by [30].
Consider the ground set to be session–channel pairs:

. Now, can be partitioned
into , . A partition matroid ( ) can
now be defined on as a set of subsets of such that for all
subsets , we have: 1) if , then ; 2) if element

, then ; and 3) . This
means that provides a feasible schedule (at most one session
for each channel), allowing the partition matroid to capture our
scheduling constraint. Our scheduling objective is given as

where (8)

It can be seen that if , then .
Hence, for an element such that forms a
valid schedule, it follows that

, resulting from the maximum flow
limit for the session. This establishes that the function is
indeed submodular. Hence, our scheduling problem on each
component aims to maximize this nondecreasing submodular
function over a partition matroid. Furthermore, the greedy
approach followed in step 8 of LSCP1 essentially determines

. Now, the
suboptimality of follows from the result in [30].
The above lemma indicates that at least half of the optimal in-

tegral flow is achievable, given a flow limit for each session as
input. However, the optimal integral flow itself varies with the
input flow limits, which in turn is an output of the LP relaxation.
Hence, it becomes necessary to bound the loss directly with re-
spect to the fractional flow resulting from the LP relaxation. This
loss can be bounded by the product of half from Lemma 2 and
the integrality gap of the LP relaxation. With multiple compo-
nents, we conjecture the integrality gap to be low (close to one;
true for certain types of submodular functions), which bounds
the net loss ( ) to be close to half in each component. Given
that is typically a small number ( being the dominant
case), this provides a good guarantee ( ) even for the harder
CP model. Furthermore, the average-case performance is sig-
nificantly better (illustrated by evaluations in Section VII).
1) Improved Algorithm: LSCP2: LSCP2

improves the performance guarantee further, by replacing
the greedy solution for integrality restoration inside each
component (steps 4–16 in LSCP1), with a more sophisticated
LP-based scheme that solves a variant of the maximum general
assignment problem considered in [31]. Each single compo-
nent ( ) problem can be further formulated as

IP Maximize

subject to

where . Here, channel allocation to a ses-
sion is made in subsets of channels ( ), where each subset

indicates a feasible set of channels that can be assigned
to session . Feasibility here refers to allocation with at most
one subset per session (third constraint) and one session per
channel (second constraint), along with the maximum flow con-
straint, where . Hence, given a subset, one
can modify the flow rates into such that

. Since is a hard integer program,
we solve its LP-relaxation ( ). However, there are an expo-
nential number of variables due to , which requires iterative
primal-dual or Lagrangian-based LP techniques (see [31] for de-
tails), but can be solved to within of the optimum.

Algorithm 4:Multicast Scheduler under CP: LSCP2

1: Solve LP relaxation of MCP with output , .
2: for do
3: Formulate ; solve its LP relaxation ( ) with

output
4: Round with probability ;

,
5: Assign channel to ;

remove from ;
6: Update ,
7: end for

However, the resulting LP relaxation solution in each com-
ponent (step 3) may assign multiple subsets (fractionally) to a
session, and a channel may be assigned to multiple sessions.
This is addressed by first rounding the subset assignment
variables for each session such that only a single subset is
assigned to , where occurs with probability
(step 4). A channel ( ) may still be assigned to multiple sessions,
in which case, the channel is assigned to the session delivering
the highest flow ( ) and removed from the other
sessions (step 5). This results in a feasible multicast schedule
with integral channel allocations to sessions. Note that the
randomized rounding procedure can be made deterministic by
derandomizing using the method of conditional probabilities.
Theorem 3: LSCP2 has an approximation guarantee of

.
Proof: The loss due to sequential flow updates across com-

ponents has been shown to be bounded by , where is the
loss due to integral allocation in each component. Now, it can
be shown that .
Without loss of generality, let the ordering of (session, subset)

with respect to channel ’s contribution ( ) in decreasing
value be . Now, the expected contribution
of channel to session due to our rounding procedure can
be given as . Thus, the net
expected contribution of channel in our integral solution is

, while that in the
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original LP relaxation solution is . Refer-
ence [31] uses arithmetic-geometric inequality to show that

Summing over the contribution of all channels and applying
the suboptimality of the LP relaxation ( ) itself, we
get .

B. Greedy Algorithm: GSCP

Algorithm 5: Greedy Scheduler under CP: GSCP

1: , , ; ,

2: Available channels, with ,
3: while do
4: for do
5: ,
6: , , where

7: if then end
8: end for
9: if then

10:

11: , if , , where

12: , ,
13:
14: else
15:
16: end if
17: end while

We also provide a low-complexity, fast greedy algorithm
(GSCP) for the CP model. GSCP is along the lines of its DP
counterpart GSDP, although with two notable differences.
1) Each session experiences varying rates and, hence, varying
flow across channels within each component ( ). This
makes the component with the bottleneck flow ( ,
step 5) for a session vary from one iteration to another de-
pending on the remaining set of unallocated channels in
the components. Hence, the excess flow available as well
as the remaining flow needed in each component (to allo-
cate a unit of the bottleneck flow to the session) is kept
absolute and not normalized with respect to the bottleneck
flow (steps 6 and 13) unlike in GSDP.

2) The session yielding the largest flow per unit channel for
the set of remaining unallocated channels in the compo-
nents is chosen in each iteration for channel allocation.
Here, if a component does not have enough excess rate
to accommodate a unit of the bottleneck flow for the ses-
sion, the channel having the highest gain among the unal-
located channels in that component is assigned to the ses-
sion (steps 10 and 11). It can be seen that GSCP has a time

complexity of . While LSCP2 is of theoretical
interest, we believe that LSCP1 and GSCP are of practical
significance.

VI. PRACTICAL CONSIDERATIONS

The multicast strategy JRC requires us to solve the general
component problem. However, we must point out that

carries a lot of practical importance in the relay standard, mostly
owing to its easier realization, where all relays on the access hop
cooperate (strategy C) within a single component. For ,
our multicast scheduling algorithms provide good guarantees of

for the DP model, and for the
CP model. Similarly, for components, the algo-
rithms and their corresponding guarantees can be used for the
pure reuse (R) strategy. Thus, solving the generic compo-
nent problem helps us obtain efficient scheduling algorithms
for both cooperation and reuse strategies, either in isolation or
combination.
We have considered backlogged buffers in our formulations.

However, the LP formulations easily extend to incorporate finite
data buffers for sessions by the addition of flow constraints
(max flow limited to buffer size), while the algorithms and their
guarantees would continue to apply.
The conventional relay unicast scheduling problem can be

captured as a special case of the multicast problem with
, where there is no channel reuse across relays in the access
hop. This gives us efficient unicast scheduling algorithms as
well with guarantees of for the DP model, and 0.4 for
the CP model.

VII. PERFORMANCE EVALUATION

An event-driven packet-level network simulator written in
C++ coupled with the GNU LP kit is considered for evaluation
of the proposed solutions. A single-cell relay-enabled OFDMA
downlink system is considered, with a cell radius of 600 m.
MS are uniformly distributed within the cell, while RS are dis-
tributed uniformly within a region of m m from
the BS. The relay channel model proposed for the 802.16m stan-
dard [1] is considered and incorporates path loss, log-normal
shadowing, and Rayleigh fading. Specifically, for the BS-RS
links, we use the Type-D line-of-sight path-loss model that is
recommended for the above-rooftop-to-above-rooftop urban
links, while for the BS-MS and RS-MS links, we use the
Type-E non-line-of-sight path-loss model that is recommended
for the above-rooftop-to-below-rooftop urban links. A standard
deviation of 3.4 and 8 dB for log-normal shadowing is applied
for the BS-RS and BS/RS-MS links, respectively. Each user’s
Rayleigh channel has a Doppler fading equivalent to a velocity
of 3–10 km/h. In addition, based on the multicast strategy,
interference and/or cooperation from relays operating on the
same channel also contribute to link rates. The feedback of such
link rates from the MS (through RS) and RS is assumed to be
made available to the BS through standard feedback procedures
in DP and CP modes [1]. Note that all works on channel-de-
pendent scheduling per frame rely on such rate feedback and
a coherent channel at the frame granularity. Given that relay
and access-hop transmissions are both realized in a time-mul-
tiplexed manner within every frame, such channel-dependent
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Fig. 3. Performance of multicast scheduling algorithms. (a) Impact of sessions (DP). (b) Impact of sessions (CP). (c) Impact of channels (DP). (d) Impact of
channels (CP).

scheduling is made possible with relays as well. We consider
constant bit rate (CBR) applications as the generators of traffic.
The number of multicast sessions, relays, subchannels, and
transmit power are the parameters of variation. The default
parameters of operation include a system with 10 sessions,
six relays, 20 subchannels, operating at dBm and

dBm, unless specified otherwise. The number of
components is varied by varying the number of active relays
(and associated users) subscribing to multicast sessions. The
scheduling algorithms are evaluated per frame, where the main
metric of evaluation is aggregate multicast session throughput
( , , ). The results are averaged over
20 topologies.

A. Evaluation of Scheduling Algorithms

We first evaluate the efficiency of the LP-based and greedy
algorithms in JRC by comparing them to the optimal fractional
solution (upper bound, OPT) returned by the LP relaxations of
the corresponding integer programs. The topologies are gener-
ated by selecting three out of six relays randomly to be active
and subscribing their associated MS to multicast sessions. De-
pending on the distribution of the active relays, the number of
components in the topology varies from two to four.
Impact of Sessions: Fig. 3(a) and (b) presents the throughput

results for the DP and CP models, respectively, for increasing

number of sessions. It can be that both LSDP and LSCP1 algo-
rithms perform within 15% of their optimal values, providing
a much better average-case performance than their worst-case
guarantee. Furthermore, their low complexity, greedy counter-
parts (GSDP, GSCP) also perform very close to that of their
respective LP-based algorithms, thereby indicating their effec-
tiveness in practical scenarios. Note that OPT only serves as a
loose upper bound for benchmarking the performance of our al-
gorithms. In reality, the actual optimal solution would be lesser
than this upper bound, resulting in a much smaller performance
loss for our algorithms. Increasing the number of sessions pro-
vides room for larger session multiplexing gain, resulting in
higher aggregate multicast throughput. However, as the number
of sessions increases, the ability to push more flow into the
network through fractional (infeasible) allocations (OPT) in-
creases, and this causes the performance of our algorithms to
diverge a little from the upper bound (although the gap is less
than 15%).
Impact of Channels: Fig. 3(c) and (d) present the throughput

loss (from optimal) results for DP and CP models, respectively,
with increasing number of OFDMA subchannels. For CP, the
loss in optimality is less than 15% in Fig. 3(d). In the presence
of channel diversity in CP, it is important to carefully assign
channels to users. The suboptimality of wrong decisions, how-
ever, gets amortized when the number of channels is large as
observed in Fig. 3(d). While channel diversity is the key for



768 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 22, NO. 3, JUNE 2014

Fig. 4. Performance of joint multicast strategy. (a) DP: six relays. (b) CP: six relays. (c) DP: three relays. (d) CP: three relays.

better performance in CP, the lack of it in DP places all the
performance burden on how well the available channels are uti-
lized.We had shown in Section IV that LSDP has a performance
guarantee that gets better with increasing number of channels.
This can be observed in Fig. 3(c), where we stress-test LSDP
by considering only topologies with four components. The cor-
responding performances of LSDP and GSDP indicate that the
loss in optimality does decrease significantly to less than 15%
even with 10 subchannels. Furthermore, the peak in the result
arises because of the starting point (on -axis) being one sub-
channel, for which the problem is not hard and can hence be
solved optimally (zero throughput loss).

B. Evaluation of Joint Multicast Strategy

We compare the performance of our JRC strategy against
individual cooperation (C) and reuse (R) strategies. Note that
all these three strategies use our proposed LSDP (LSCP1) al-
gorithm for the DP (CP) model. We also consider the baseline
strategy that does not allow for cooperation or reuse (NRC) be-
tween relays on the access hop, and the fractional LP-relaxation
solution that returns the best ofC andR (OPT). Given the lack of
commercial relay deployments yet, we have varied parameters
like transmit power of relays and number of relays (with typical
values from 802.16m standard [1]) to create different scenarios
and understand the relative importance of reuse and cooperation
strategies.

Fig. 4(a) and (b) presents the throughput results as a function
of transmit power of the relays. All six relays are chosen in
the topologies. With the activation of all relays, the signal
power reaching the users situated in the boundary between two
adjacent relays is comparable to interference power, making
the signal-to-interference-plus-noise ratio (SINR) low at all
subchannels for DP. This reduces the number of components,
thereby making session multiplexing gain insufficient to out-
weigh cooperation at all transmit powers for DP [Fig. 4(a)].
With CP, however, the situation is different in Fig. 4(b), where
reuse strategy outperforms cooperation at low to moderate
transmit powers, while cooperation outperforms only at higher
transmit powers. This can be attributed to the higher-session
multiplexing gain available from channel diversity with CP
even for smaller number of components. In both models, we
find that JRC, using a combination of cooperation and reuse,
follows the best strategy at all transmit powers, providing a
gain of 50%–200% over individual strategies. It also performs
very close to the LP bound and provides a large gain of several
folds over the baseline strategy.
Fig. 4(c) and (d) presents the throughput loss results when

three out of the six relays are randomly chosen to be active,
resulting in some topologies with larger number of components
(maximum 4). With potentially higher number of components,
we find that session multiplexing gain outweighs cooperation
gain at low to moderate transmit powers for both DP and
CP models, while cooperation dominates at higher transmit
powers. JRC helps reduce throughput loss from the LP bound



SUNDARESAN AND RANGARAJAN: COOPERATION VS. MULTIPLEXING: MULTICAST SCHEDULING ALGORITHMS FOR OFDMA RELAY NETWORKS 769

by 20%–50% over individual strategies. Furthermore, the loss
is kept small ( ) and decreases with increasing power,
where the number of components in the system correspondingly
decreases.
In summary, depending on various parameters (number of ac-

tive relays, transmit power, number of components, DP versus
CP modes, etc.), the relative importance of reuse versus coop-
eration strategies varies. This emphasizes the need for a joint
reuse and cooperation scheme like JRC that automatically tries
to adopt the strategy (or a combination of strategies) that best
serves the current network condition.

VIII. CONCLUSION

We considered the problem of multicast scheduling in
two-hop OFDMA relay networks. We showed that intelligent
grouping of relays for cooperation is needed to address the
tradeoff between cooperation and session multiplexing gains.
We designed efficient scheduling algorithms (with performance
guarantees) at the core of the multicast strategy to address
the tradeoff and maximize aggregate multicast flow. Design
of network coding mechanisms for multicast retransmissions
and its joint incorporation with OFDMA scheduling deserves
independent attention and forms an interesting avenue for
further research.
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