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Abstract—In recent years, there has been a growing interest in multi-bit Error Correction Codes (ECCs) to protect SRAM memories. This has been caused by the increased number of multiple errors that memories suffer as technology scales. To be suitable to protect an SRAM memory, an ECC has to be decodable in parallel and with low latency. Among the codes proposed for memory protection are Orthogonal Latin Square (OLS) codes that provide low latency decoding and a modular construction. For some applications, like multimedia or signal processing, the effect of errors on the memory bits can be very different depending on their position on the word. Therefore, in these cases, it is more effective to provide different degrees of error correction for the different bits. This is done with Unequal Error Protection (UEP) codes. In this paper, UEP codes are derived from Double Error Correction (DEC) Orthogonal Latin Square (OLS) codes. The derived codes are implemented for an FPGA platform to evaluate the decoder complexity and latency. The results show that the new codes can be implemented with lower decoding delay than traditional SEC-DED codes and with a cost similar to that of both DEC OLS and SEC-DED codes.

Index Terms—Unequal Error Protection, Orthogonal Latin Squares codes, Majority logic decoding.

I. INTRODUCTION

There are several sources of errors that affect modern electronic circuits, such as manufacturing defects, circuit ageing, electromagnetic disturbances or radiation induced soft errors [1],[2]. Many different techniques can be used to either prevent failures from occurring or to detect and correct them [3]. Those include modifications to the manufacturing process, circuit level and logic level techniques. Techniques at different levels are commonly combined to achieve the desired reliability target [4].

SRAM memories are one of the most commonly used electronic circuits. They are present as standalone devices and also embedded in most Digital Signal Processors (DSPs), microcontrollers, System On Chip (SoCs) and FPGAs.

Therefore their protection is critical to ensure system reliability [5]. To deal with defects, redundant rows and columns are commonly used [6]. For other types of failures, Error Correction Codes (ECCs) are widely used [7],[8].

Traditionally, the ECCs used to protect SRAM memories have focused on providing Single Error Correction and Double Error Detection (SEC-DED) [9]. However, as electronic technology scales, there is an increased number of multiple bit errors. For example, for radiation induced soft errors, the percentage of errors that affect more than one memory cell has increased with each technology node [10]. To correct multiple bit errors, more advanced ECCs are needed. Although there are many such codes [11], most of them do not fit the needs of an SRAM memory. To be used with an SRAM memory, encoding and decoding need to be done in parallel in less than one clock cycle. However, most multi-bit error correction codes are serially decoded or require complex decoding circuitry when the decoder is implemented in parallel. This is for example the case of Bose Chaudhuri Hocquenghem (BCH) codes, for which a parallel decoder requires complex circuitry [12]. However, there is a property called “one step majority logic decodable” (OS-MLD) that only a few ECCs have, that makes them suitable for fast parallel encoding.

For a code that is one step majority logic decodable, decoding can be done by computing some parity check equations for each bit and taking the majority vote among them to decide if the bit needs to be corrected [11]. A number of OS-MLD codes have been recently proposed to protect memories. The first works focused on the use of Euclidean Low Density Parity Check Codes (EG-LDPC) [13],[14] and showed the benefits of OS-MLD codes. Difference Set codes have also been studied [15],[16]. More recent works have analyzed the use of Doubly Transitive Invariant (DTI) codes in combination with Hamming codes [17]. All those OS-MLD codes have a major limitation: the number of available word sizes and error correction capabilities is limited. In addition, the available sizes have a number of data bits that are not a power of two and therefore do not fit the SRAM memory word sizes that are commonly a power of two, like 32 or 64 bits. This limitation has drawn attention to another family of OS-MLD codes, Orthogonal Latin Squares (OLS) codes [18].

Orthogonal Latin Squares codes are derived from the
concept of Latin Square [19] and have been recently proposed to protect interconnects [20], caches [21] and memories [22]. Their main advantage compared to other OS-MLD codes is that they provide a larger number of options in terms of word size and error correction capabilities. This however, comes at the cost of a larger number of parity check bits for the same word size. To address this issue, a method to extend OLS codes so that they can protect more data bits with the same number of parity check bits, has recently been proposed [23].

In some applications, the bits on a memory word have different importance. This occurs for example in signal processing and multimedia applications [24],[25]. For example, in a signal processing application, error correction can focus on the most significant bits or in a video compression system like H.264 on the more relevant parameters [26]. In those cases, it may be more effective to provide different protection levels for the different bits in a word. This provides an opportunity to optimize the ECCs for different importance. This occurs for example in signal processing applications reducing the overhead required to implement protection. This idea has been recently explored in several works like for example [24],[25],[26],[27] that propose different Unequal Error Protection (UEP) codes.

In this paper, two techniques to derive UEP codes from DEC OLS codes based are presented. The proposed codes ensure that important bits are corrected when there is a double error and that all single errors are corrected. Additionally, some double errors that affect the least significant bits can also be corrected. The codes can be decoded in parallel with low complexity and latency and do not require any additional parity bit compared to standard DEC OLS codes. Therefore, they can be useful to implement UEP when low latency decoding is required.

In more detail, the main contributions of this paper are:
- To apply the method in [23] to derive UEP codes.
- To propose a new method to derive UEP codes that enables the protection of larger data blocks.
- To propose and evaluate efficient decoder implementations for the new UEP codes.

The rest of the paper is organized as follows. Section II introduces Orthogonal Latin Squares codes. In Section III, the proposed Unequal Error Protection (EUP) codes are presented. Then in Section IV, the error correction capabilities and the implementation of the proposed codes in an FPGA are evaluated. The results are also compared with those of standard Orthogonal Latin Squares codes. Finally, the paper ends with some conclusions and ideas for future work in Section V.

II. ORTHOGONAL LATIN SQUARES CODES

As mentioned in the introduction, Orthogonal Latin Square codes are derived from Latin Squares [19]. A Latin Square of size $m$ is a square matrix of size $m$ that has permutations of the numbers 0 to $m-1$ on both its rows and columns. Two Latin squares are orthogonal if when superimposed every ordered pair of elements appears only once. As their name indicates, Orthogonal Latin Square codes are derived from orthogonal Latin squares. The number of data bits is equal to the number of elements in the Latin square ($m^2$) and the number of parity bits is given by the number of Latin Squares used times $m$. Each Latin square is used to form $m$ rows of the parity check matrix ($H$). This is done by assigning a data bit to each bit in the Latin Square and forming each of the rows having ones only in the positions that have the value that corresponds to the row. This ensures that the columns of the parity check matrix ($H$) share at most one position with a value of one for each group of rows that corresponds to a Latin square. Then, since the Latin Squares are orthogonal, the sharing applies to the entire column and not only to each of the groups.

The general form of the parity check matrix of an OLS code is:

$$H = \begin{bmatrix}
M_1 & M_2 & \cdots & I_{2tm} \\
M_2 & I_{2tm} & & \\
\vdots & & \ddots & \\
M_{2t} & & & I_{2tm}
\end{bmatrix}
$$

(1)

where $I_{2tm}$ is the identity matrix of size $2tm$ and $M_1,M_2,\ldots,M_{2t}$ are matrices with size $m \times m^2$ derived from Orthogonal Latin Squares of size $m \times m$ as described before.

By design, the columns of the parity check matrix share at most a position with a one and have weight $2t$ on the data bits. Therefore, each data bit can be corrected by simply taking the majority vote of the $2t$ parity checks on which it participates.

In Figure 1, the parity check matrix of a (32,16) Double Error Correction (DEC) OLS code is shown. It can be observed that the columns that correspond to data bits have a weight of four and that they share at most a position with a one. The decoding circuitry for the first data bit is shown in Figure 2. The decoding is the same for the rest of the bits, but using the relevant parity checks.

The discussion so far shows 1) the flexibility in the construction of OLS codes, as the error correction capability can be adjusted using a different number of $M_i$ matrices and 2) the simple decoding due to the OS-MLD property. The parameters of the DEC OLS codes that will be used in the rest of the paper are summarized in Table I. It can be observed that words of 16 and 64 bits can be protected with existing DEC OLS codes while there is no code that fits a 32-bit data word.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n-k$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>25</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>64</td>
<td>32</td>
<td>8</td>
</tr>
</tbody>
</table>

In a recent paper [23], it was observed that the groups of parity check bits of each $M_i$ matrix can be used to extend OLS codes. This is because any number of errors on one of those groups can affect at most one bit in the decoding of a data bit. Therefore those groups can be used to form additional codes. In [23], the extension of DEC and TEC codes was studied. The obtained extended codes for the DEC codes in Table I are summarized in Table II.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n-k$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>29</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>72</td>
<td>32</td>
<td>8</td>
</tr>
</tbody>
</table>

\[ \text{Table I. Parameters of the DEC OLS codes studied} \]

\[ \text{Table II. Parameters of the extended DEC OLS codes [23]} \]
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A. Single $M_i$ sub-block code extension

As discussed in the previous section, OLS codes can be extended by using the parity check bits on each of the $M_i$ sub-blocks to form a new code. One option for DEC OLS codes is to use SEC-DED codes for the extended codes. For example, for the DEC OLS code with $k_{OLS} = 16$ and $n = 32$, the sub-blocks have four parity check bits and a SEC-DED code that protects four bits can be formed for each sub-block. Therefore, sixteen additional bits can be protected with SEC-DED. This means that a 32-bit data word can be protected with two protection levels, DEC and SEC-DED. Let us denote as $k_{SEC-DED}$ the additional data bits that are added. Then, we have a code with $k_{OLS} = 16$, $k_{SEC-DED} = 16$ and $n = 48$.

For the SEC-DED codes, a Hsiao code with columns of weight three can be used [9] so that when a double error occurs there is no miscorrection in the data bits. The obtained parity check matrix is illustrated in Figure 3. It can be observed that the added columns for the SEC-DED codes have all the ones in a single $M_i$ sub-block. Conversely, the columns for the DEC OLS protected data bits have a single one per sub-block as discussed before.

The encoder can be implemented as a combination of the DEC-OLS and SEC-DED encoders. This is illustrated in Figure 4. Basically, the encoders can operate in parallel and the final parity check bits are obtained doing the xor of the DEC-OLS results, ($c_o$ bits in the Figure) and SEC-DED results, ($c_i$ bits in the Figure). Similarly, the decoder can also be implemented as a combination of DEC-OLS and SEC-DED decoders. The encoder is illustrated in Figure 5. In this case, the syndrome computation is common to both and consists of re-computing the parity check bits as in the encoder and performing the xor with the stored parity check bits. The syndrome bits ($s$ bits in the Figure) are then used as inputs to the OLS majority voters that determine if the correction is needed for the OLS data bits ($d_i$ bits in the Figure). The syndrome bits that correspond to each of the sub-blocks are also compared with the SEC-DED syndrome patterns to determine if a correction is needed on the SEC-DED data bits ($d_i$ bits in the Figure). From the description, both the encoder and decoder have a similar complexity per bit to that of the OLS code. The delay for the OLS decoding should also be similar as only one level of xor gates is added to the encoder and syndrome computation.

Let us now discuss the error patterns that the proposed code can correct. The first comment is that the goal is to correct errors on the data bits as those are the ones used by the application. This is a common assumption when OLS codes are used as the majority voting decoding can only be used for the data bits [18]. Therefore, errors on the parity bits are only a problem when they cause a miscorrection on the data bits. For example, in the proposed code with $k_{OLS} = 16$, $k_{SEC-DED} = 16$ and $n = 48$ whose parity check matrix is shown in Figure 3, an error that affects the first three parity check bits would cause a miscorrection on bit $d_{11}$. Since the weight of the columns is three for the SEC-DED data bits and four for the OLS data bits, only more than two errors on the parity check bits can cause a miscorrection.

The analysis of the error patterns considers single and double errors. For single errors, when the error occurs on a data bit, it is corrected by either the OLS code ($d_i$ bits) or by the SEC-DED code ($d_i$ bits) as both codes can correct single bit errors. As discussed before, a single error on a parity bit cannot cause a miscorrection. Therefore, the proposed code ensures that when a single bit error occurs, the correct data bits are recovered after decoding.
For double errors, the analysis is more complex as the bits affected can be:
1. Two parity check bits.
2. Two OLS data bits.
3. Two SEC-DED data bits.
4. One parity bit and one OLS data bit.
5. One parity bit and one SEC-DED data bit.
6. One OLS data bit and one SEC-DED data bit.

In the first case, as discussed before, no miscorrection can occur and therefore the data will be correct.

In the second case, since the OLS code is DEC the two errors are corrected.

In the third case, not all the errors can be corrected. When the two data bits are on different SEC-DED words, both appear as single errors on each word and can be corrected. However, when the two errors affect bits of the same SEC-DED word (for example bits $d_{e1}$ and $d_{e2}$) the errors cannot be corrected but they will not cause miscorrection on the SEC-DED data bits. This is a property of odd weight codes for which a double bit error produces an even weight syndrome [9] that cannot cause a correction. As there are four SEC-DED words the probability that the two errors fall on the same word would be approximately 25% and therefore the majority of the errors will be corrected.

In the fourth case, the affected data bit is an OLS bit and the error is corrected by the OLS code and the correct data is obtained.

In the fifth case, the data bit is a SEC-DED bit and the error will not always be corrected. This will only occur when the parity bit in error belongs to a different $M_i$ sub-block. For example, for the matrix in Figure 3, let us suppose there is an error on bit $d_{e1}$ and on the fifth parity check bit. Then the syndrome bits $(s_1, s_4, s_5, s_8)$ used to correct $d_{e1}$ will take the values $1,1,1,0$ and the error will be corrected. However, if the error affects the fourth parity check bit, the values would be $1,1,1,1$ and the error is not corrected. This means that, on average, 75% of these type of errors will be corrected as there are four sub-blocks.

$$\begin{array}{cccccccccccc}
\text{d bits} & 1111000000000000 & 1110000000000000 & 1000000000000000 \\
\text{d bits} & 1110000000000000 & 1101000000000000 & 0100000000000000 \\
\text{d bits} & 0000011100000000 & 1101000000000000 & 0101000000000000 \\
\text{M_1} & 000000000001111 & 0111000000000000 & 0010000000000000 \\
\text{M_2} & 0100100010000000 & 0001110000000000 & 0001000000000000 \\
\text{M_3} & 0100010001000000 & 0001101000000000 & 0001000000000000 \\
\text{M_4} & 0100010001000000 & 0001011000000000 & 0001000000000000 \\
\end{array}$$

SEC-DED columns

Fig. 3: Parity check matrix $H$ for the single sub-block SEC-DED extended OLS code with $k_{OLS} = 16$ and $k_{SEC-DED} = 16$.

Fig. 4: Encoder for the proposed (48,16,16) DEC OLS code single sub-block extended with SEC-DED.
In the sixth case, one error affects the OLS data bits and the other the SEC-DED data bits. The error on the OLS data bit will always be corrected, but the error in the SEC-DED bits will not be corrected. This is because an error on an OLS data bit sets to one a bit in each of the $M_i$ groups and therefore will change the syndrome bits needed to correct the SEC-DED data bit. It would be possible to modify the decoder shown in Figure 5 to correct this type of double errors. This can be done by first decoding the OLS bits and after re-computing the syndrome and decoding the SEC-DED bits. With the first step the OLS bit error is corrected in such a way that the second step only has to deal with a single error on the SEC-DED bits. This modification would however significantly increase the decoding delay compared to a standard OLS decoder. For this reason this alternative decoding scheme has not been implemented.

Throughout this subsection, the presentation of the proposed codes has focused on one particular DEC OLS code example. The same approach can be used to extend other DEC OLS codes. The extended codes for some OLS codes are summarized in Table III. It can be observed that as the size of the original DEC OLS code increases, the number of additional SEC-DED bits also increases. It is also worth mentioning that the first code can protect a 32-bit data word and the second one a 64-bit data word (by shortening one bit). Therefore both codes fit word sizes of SRAM memories that are commonly used in signal processing applications. The third code can protect larger memory words and could be useful for caches.

**Table III. Parameters of the Single Sub-block SEC-DED Extended DEC OLS Codes**

<table>
<thead>
<tr>
<th>$k_{OLS}$</th>
<th>$k_{SEC-DED}$</th>
<th>$n-k$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>16</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>25</td>
<td>40</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>64</td>
<td>224</td>
<td>32</td>
<td>8</td>
</tr>
</tbody>
</table>

**B. Double $M_i$ sub-block code extension**

From the discussion of the single sub-block code extension, it becomes clear that it would be beneficial to be able to combine different sub-blocks to form larger codes. For example, combining two four-bit sub-blocks would enable the use of a SEC-DED code with eight parity bits that can protect more than 64 bits. An example of a code extended using a SEC-DED on two sub-blocks is shown in Figure 6. In this case, the (32,16) DEC OLS code is extended using DEC codes on $M_1$ and $M_2$ and a single odd weight code that covers both $M_1$ and $M_2$. More bits could be protected with the SEC-DED code, but the code is designed to protect a 32-data bit word.

The main problem when a code spans several sub-blocks is that a single bit error can affect more than one of the OS-MLD equations used to decode the DEC OLS protected bits. This means that the OLS SEC-DED code will not work properly. For example, considering the code in Figure 6, let us assume that there are errors on the first data bit that is DEC OLS protected and on data bit 19 that is the first protected by the SEC-DED code. In this case, the first error will affect parity checks 1, 5, 9 and 13 and the second parity checks 9, 13, 14, 15 and 16. Therefore, only parity checks 1, 5, 14, 15 and 16 will take a value of one and the first data bit will not be corrected. This shows how using more than one sub-block for the extended codes can cause problems.

To overcome this limitation, a key observation is that when there is a single error on the SEC-DED protected bits the weight of the $M_1$ and $M_2$ parity check bits will be odd. If there is a double error affecting a SEC-DED protected bit and an OLS protected bit, the weight will also be odd. This is because the SEC-DED code will have a weight two on the $M_1$ and $M_2$ parity check bits that when combined with the odd weight of the SEC-DED code results in an odd weight.

Now let us suppose that the decoding is modified so that when there is an odd weight on the $M_1$ and $M_2$ parity check bits, the DEC OLS data bits are decoded using only $M_1$ and $M_2$ (as in a SEC OLS code). This is illustrated in Figure 7 for the first data bit. Now, if the same example of an error on bits 1 and 19 is considered, it can be seen that the new decoder is able to correct the error on the first data bit.
The proposed modification clearly corrects all single errors affecting a data bit. Let us consider the different double error scenarios that are the same for both parity check bit and OLS data bit. Let us consider the different double error scenarios that are the same considered in the previous subsection.

1. Two parity check bits.
2. Two OLS data bits.
3. Two SEC-DED data bits.
4. One parity bit and one OLS data bit.
5. One parity bit and one SEC-DED data bit.
6. One OLS data bit and one SEC-DED data bit.

In the first case, the $M_1$ and $M_2$ parity check bits can have even or odd weight depending on the affected parity bits. If the weight is even, then the decoding is the same as in the single block extended codes and no data bit is miscorrected. If the weight is odd, then the other error will be on the $M_1$ and $M_2$ parity check bits that are used to decode the OLS bits with the modified procedure. However, since to perform a correction both the corresponding bits on $M_1$ and $M_2$ have to be one, no miscorrection can occur.

In the second case, the decoding is the same as in the single block extended codes and errors on the OLS protected bits are corrected.

In the third case, errors can affect only parity check bits on $M_1$ and $M_2$ and will have an even weight. Therefore no miscorrection can occur.

In the fourth case, if the parity bit is on $M_1$ or $M_2$, the weight will be odd number and the OLS bit is corrected using $M_1$ and $M_2$. When the error is on $M_1$ or $M_2$, the OLS bit is decoded and corrected using the standard OS-MLD decoding.

In the fifth case, if the parity bit has error which can be in $M_1$ and $M_2$, then the weight will be even and decoding is done normally with no miscorrection. When the parity check bit is in error in $M_1$ and $M_2$, the weight on $M_1$ and $M_2$ will be odd and the modified correction is applied. Again, as there will be a single one in $M_1$ and $M_2$, no miscorrection will occur.

In the sixth case, weight will be odd on $M_1$ and $M_2$, and the affected OLS data bit will be corrected with the modified procedure.

The use of two sub-blocks can have another effect when there are errors on a SEC-DED protected bit and a parity bit: there can be three errors on $M_1$ and $M_2$. For example, an error on the data bit and the last parity bit will cause parity checks 9, 13 and 16 to take a value of one. This can cause a miscorrection of a SEC-DED bit if weight three is used for the odd-weight SEC-DED columns that have ones on both $M_1$ and $M_2$. To avoid this issue, weight five or larger should be used on those columns (as shown in Figure 6). This reduces the total number of bits that can be protected for the case of $m = 4$ to 72. That is the number of combinations of weight five and seven plus the weight three combinations that have ones only on $M_1$ or on $M_2$ but not in both.

This discussion shows how the double sub-block extended code will be able to correct the SEC-DED protected data bits when there is a double error affecting any bits on the block. As in the single sub-block extended codes, some errors on the SEC-DED data bits cannot be corrected for some double error patterns. For example, when there is a double error on the SEC-DED bits. The analysis for each case is similar to the one presented for the single sub-block extended codes and is omitted for brevity. In any case, the experimental results...
obtained by analyzing all the possible cases are presented in the next section.

The parameters for some double sub-block SEC-DED extended OLS codes that protect 32 and 64-bit data words are summarized in Table IV. In this case, only OLS codes with \( m = 4 \) are considered as those are enough to protect both 32 and 64-bit data words. Using codes with larger \( m \) to protect these word sizes has little interest as the single sub-block extended codes with the same \( m \) that can also protect 32 and 64-bit data words. When compared with the codes on Table III, it can be seen that the proposed codes increase the number of DEC bits that are protected for a 32-bit data word and reduce the number of the parity check bits needed to protect a 64-bit data word. This, as mentioned before, is done at the expense of increasing the decoding complexity.

### Table IV. Parameters of the Double Sub-Block SEC-DED Extended OLS Codes

<table>
<thead>
<tr>
<th>( k_{OLS} )</th>
<th>( k_{SEC-DED} )</th>
<th>( n-k )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>14</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>46</td>
<td>16</td>
<td>4</td>
</tr>
</tbody>
</table>

### IV. Evaluation

The proposed codes have been evaluated both in terms of their error correction capabilities and the encoder and decoder complexity. Each of those aspects is covered in the following subsections. The evaluation has focused on the first two single sub-block extended codes in Table III and the double sub-block extended codes in Table IV. The reason is that these codes can protect words of 32 and 64-data bits that are used in multimedia and signal processing applications.

#### A. Error correction

The single and double bit error patterns (all combinations of single and double bit errors) have been exhaustively tested for the first two codes in Table III and the codes in Table IV. The results are summarized in Table V. It can be observed that all single errors are corrected as expected. For double errors, the results are grouped using the types described in the previous section. It can be observed that all double errors of types 1, 2, 4 are corrected. Those correspond to errors on the parity bits or on the OLS bits. For the remaining types, (3, 5, 6) the percentage of errors that can be corrected matches the theoretical values estimated in the previous section for the single sub-block extended codes. For the double sub-block extended codes, the results are also consistent with a theoretical analysis that, as discussed before, is not presented for brevity. This confirms that the OLS protected data bits are always corrected in the presence of two bit errors and that all single errors are also corrected. Most double errors that affect two SEC-DED data bits or a SEC-DED data bit and a parity bit (types 3 and 5) are also corrected in the single sub-block extended codes. The percentage of corrected errors is reduced significantly for double sub-block extended codes. This is expected as in this case, an error on a SEC-DED bit affects more bits and it is more likely to interfere with a second error. On the other hand, for errors that affect one OLS and one SEC-DED bit, single sub-block extended codes cannot correct the error on the SEC-DED bit. In this case, double sub-block extended codes can correct the errors that affect the two extended OLS bits (17 and 18) as their parity bits do not overlap with the parity bits of SEC-DED bits. This gives a 2/18 percentage of error correction for the SEC-DED bits. Finally, the table also shows the overall percentage of double errors that can be corrected. In this case single sub-block extended codes have a larger percentage. However it should be noted that the goal of the codes is to correct 100% of the errors on the OLS data bits, thus providing the desired UEP capability. This is achieved by both single and double sub-block extended codes.

#### B. Encoder and decoder complexity

The encoders and decoders for the proposed codes have been implemented on a Xilinx Virtex-6 series XC6VLX75T-2FF484 FPGA using XILINX ISE Design Suite 14.7 [28]. The results are presented in Tables VI and VII that also include the results for standard DEC OLS encoder/decoders and for odd weight SEC-DED codes. To estimate the usage of FPGA resources and delays, physical synthesis is carried out. During synthesis, for all designs, high level of effort is put to minimize resource usage while maintaining timing performance. As a measure of complexity, namely FPGA resource usage, the number of logic Look-up Tables (LUTs) is reported. The delay (maximum combinational logic delay path) estimated by the XILINX ISE Design Suite as a result of synthesis is shown as an estimate of the latency required to implement the codes. It can be observed that the proposed codes require more resources than the DEC OLS codes from which they are derived. This is expected as they also protect more data bits. On the other hand, the proposed codes have similar resource usage to that of the SEC OLS or SEC-DED codes that protect data words of the same size. To make a fair comparison, the number of LUTs per data bit should be used. This is shown in Table VIII. It can be observed that the cost per data bit is in most cases lower for the proposed codes than for the standard DEC OLS codes. When comparing to SEC-DED codes, the cost is sometimes slightly higher and sometimes slightly lower but comparable in all cases.

In terms of delay, both DEC OLS codes and the proposed UEP codes achieve lower decoding delay than SEC-DED codes. However, the proposed codes incur in an additional delay overhead compared to DEC OLS codes. Again, part of the delay increase can be attributed to the larger number of data bits, but another part is not as seen in the case of the 64 bit DEC OLS code. The delay is also larger for the double sub-block extended codes than for the single sub-block extended codes. This is expected as the decoding is more complex as explained in the previous section. In any case, it should be borne in mind that all the proposed UEP codes are faster than SEC-DED codes, which are the ECCs commonly used to protect memories. Therefore, the proposed UEP code would meet the speed requirements of many existing applications.
In this paper, two techniques to derive Unequal Error Protection (UEP) codes from Double Error Correction (DEC) Orthogonal Latin Squares (OLS) codes have been presented. The derived UEP codes can protect part of the word with DEC and the other part with SEC-DED. The codes can be decoded in parallel with low latency. Finally they do not require any additional parity bits compared to a standard OLS code.

The proposed techniques have been used to obtain codes that can protect 32 and 64-data bit words that are commonly found in embedded systems. The implementation results for an FPGA platform have confirmed the low complexity and latency of both the encoder and the decoder.

Future work will consider the derivation of UEP codes from OLS codes that can correct more than two errors. For example a TEC OLS code can be extended to also provide DEC for additional bits. It would also be interesting to derive a formal and general proof of the UEP capabilities of the proposed codes that does not rely on a case by case analysis and exhaustive error pattern testing. Finally, a natural extension of this work will be to apply the proposed codes, and more broadly OLS codes, to protect Block RAMs inside FPGAs.
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